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Abstract. Image recognition is an important field in artificial intelligence, it makes use of the computer to 
conduct image processing, analysis and understanding to recognize a variety of different objects. And it uses a 
series of enhancement and reconstruction methods to effectively improve the image quality. Traditional deep 
Convolutional Neural Network (DCNN) not only improves the recognition accuracy, but also reduces the 
recognition speed. How to improve the speed while maintaining the accuracy has become an important direc-
tion in image recognition. In this paper, we propose a modified Residual network based on multi-scale seg-
mentation for aerobics motion image recognition. The new residual network has the characteristics of shorter 
network length and faster recognition speed. First, it reduces the length of the network and gets a new residual 
network with seven layers. Then, combining with the multi-scale segmentation method, an image recognition 
residual network is obtained. Finally, experiments on the CIFAR10 dataset, the results show that the proposed 
new motion image recognition method has better recognition accuracy and faster recognition speed.
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1   Introduction

The emergence of deep convolutional neural networks (DCNN) has made a great contribution to solve complex 
computer vision tasks, and it has been widely used in image classification, object detection and instance seg-
mentation [1-3]. How to design an efficient network model becomes the key to improve the performance of deep 
convolutional neural networks. Traditional convolutional neural networks, such as AlexNet [4] and VGGNet [5] 
use a simple activation function and convolution structure to make multi-scale feature data-driven learning. The 
residual structure ResNet [6] could enable deeper networks to perform effective learning. WRN [7] improved the 
recognition accuracy by increasing the network width of the residual network. Res2Net [8] proposed a multi-scale 
segmentation method for the residual structure to improve the recognition accuracy. HS-ResNet [9] improved the 
multi-scale segmentation method, and proposed a network model with smaller parameters and faster recognition 
speed.

By increasing the depth and width of the network, rich feature information can be generated. By using multi-
scale segmentation method, feature information can be fully utilized and redundant feature information can be 
reduced. However, increasing the depth of the network and multi-scale segmentation will also reduce the recog-
nition speed of the network. How to improve the recognition speed while ensuring the recognition accuracy has 
become an important goal of designing an efficient network model [10]. In this paper, the multi-scale segmenta-
tion method s improved, and a simple multi-scale segmentation method is proposed. By reducing the number of 
network layers and increasing the width of the network, the recognition speed is faster under the condition that 
the recognition accuracy and parameters of the network are similar.

First of all, this paper combines the residual structure of ResNet-D [11] and WRN to improve the ResNet. 
Then, by reducing the number of network layers, the network model with seven layers is obtained. Finally, 
the multi-scale segmentation method of HS-ResNet is improved. And an image recognition residual network 
(SSRNet) based on multi-scale segmentation is obtained. The recognition accuracy of this network is similar to 
PyramidNet [12], but the recognition speed is faster than PyramidNet. The main contributions of this paper are 
summarized as follows: 

A new multi-scale segmentation method is proposed, and the recognition accuracy and recognition speed of 
the network model are greatly improved. 

The recognition speed is improved by increasing the number of channels and shortening the network length in 
the shallow layer network.
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2   Related Works

The emergence of residual networks makes deep learning widely used in all aspects of production and life. 
The residual network learns the fitting function by solving the difference between the predicted value and the 
observed value, so that the deep network can learn the parameters effectively. In recent years, the improved 
network based on the residual network has greatly improved the recognition accuracy of the network.

2.1   ResNet

In deep learning, the increase of network layers will generally consume more computing resources, the net-
work model will appear over-fitting, gradient disappearance, and gradient explosion problems. As the number 
of network layers increasing, the network model will be degenerated, that is, as the number of network layers 
increasing, the training loss gradually decreases. Then it tends to saturation. If the depth of the network is in-
creased, the training loss increases instead. When the network model degenerates, the shallow network model 
can achieve better training effect than the deep network model. At this time, if the low-level feature informa-
tion is transformed to the high-level, the effect cannot be worse than the shallow network model. Residual net-
work is born by using directly mapping to connect different layers of the network model. 

When the output dimension is not equal to the input dimension, ResNet needs to increase the dimension 
of the input dimension. In ResNet, a 1×1 convolution with step size 2 is directly used to increase dimensions. 
When the input image size is halved, the feature information will be lost. ResNet-D is based on ResNet. Before 
increasing the residual structure dimension operation, 2×2 uniform pooling with a step size 2 is added, and 
then 1×1 convolution with a step size 1 is used for increasing dimension. The recognition accuracy of network 
is greatly improved.

2.2   WRN

With the increase of network layers, training deep convolutional neural networks has problems such as gra-
dient disappearance and gradient dispersion. The experimental results also show that the recognition accura-
cy improvement brought by the deeper network model is not obvious, but the recognition speed needs to be 
reduced [13]. Is the network deeper and narrower, the network is better? Or is it feasible to train a wider and 
shallower network as long as the network parameters are guaranteed? WRN proposed a convolutional neural 
network based on the extended channel number learning mechanism, by using the shallower network model, 
the recognition accuracy is comparable to that of the deep network model, and the recognition speed is faster.

WRN proves that the accuracy can be improved by increasing the network width. When the parameters are 
the same, the speed of WRN is faster. Like the residual network, when the parameter is too large, there will be 
problems such as gradient disappearance and gradient dispersion.

2.3   Res2Net
Multi-scale features presentation is very important for vision tasks. The latest developments of convolution-
al neural networks continue to show stronger multi-scale representation capabilities and achieve consistent 
performance improvements in a wide range of applications [14-16]. Most of the previous methods represent 
multi-scale features in a hierarchical feature pyramid [17]. Res2Net adds small residual blocks to the original 
residual unit structure to increase the receptive field range of each layer, and represents multi-scale features 
with smaller fine-grain sizes. The intermediate main convolution of residual element structure is changed from 
single branch to multi-branch.

The Res2Net module has a simple structure and excellent performance. It reveals a new scale dimension in 
addition to the three dimensions of convolutional neural networks (depth, width, and cardinality). The Res2Net 
module can be easily combined with other modules, the feature extraction ability is more powerful, and it does 
not increase the computational load.

2.4   HS-ResNet

HS-ResNet improves the convolution and connection of multi-scale segmentation of feature maps, which im-
proves the recognition speed while improving the recognition accuracy. It mainly considers the following three 
issues: (1) How to avoid redundant information in feature graph; (2) How to let the network learn a stronger 
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feature expression without increasing the computational complexity; (3) How to get better recognition accura-
cy while maintaining a faster recognition speed. Based on the three problems, the designed HS-Block module 
is to generate multi-scale features. 

The Res2Net method increases the computational complexity when the number of channels is large. So, are 
all feature maps necessary? The experimental results of GhostNet [18] show that some feature maps can be 
generated from existing feature maps. HS-ResNet partially connects the feature graph obtained by convolution 
of S2 group to S3 group, which realizes feature graph reuse and reduces computational complexity.

HS-ResNet proposes the HS-Block module, which can efficiently extract multi-scale features. It has 
achieved the most advanced recognition performance on multiple vision tasks (such as image classification, 
target detection and instance segmentation). HS-Block has the characteristics of plug and play, which can be 
easily embedded into the existing network and improve the recognition performance.

3   Proposed Motion Image Recognition Method

The multi-scale segmentation method of HS-ResNet enables different groups of feature information to enjoy 
different scales of receptive fields. In the feature information connected from the previous layer, the number 
of convolutions is less, the receptive field is smaller, and more attention is paid to detailed information. In 
the feature information connected in the later layer, the number of convolutions is more, the receptive field is 
larger, and the global information is more concerned. Through different sizes of receptive fields, the richness 
of feature information is increased. The proposed multi-scale segmentation method in this paper optimizes the 
multiple connection operations, and only the last connection operation is retained, which greatly improves the 
recognition speed.

WRN proposes a convolutional neural network based on the extended channels number learning mecha-
nism, it will obtain the same accuracy as the depth network and faster recognition speed through the shallower 
network. In this paper, a network model with only seven layers is proposed by combining the WRN method for 
increasing the  channel number and shortening the network length, which can ensure the recognition accuracy 
and further improve the recognition speed.

3.1   Design of Multi-scale Segmentation Module 

This paper proposes three kinds of multi-scale segmentation network models (SSRNet). The 3x3 convolution 
in ResNet is replaced by a new multi-scale segmentation module (SS-Block), as shown in Fig. 1. When the 
feature information is input, in the first step, the feature information input by 1×1 convolution is evenly divid-
ed into two equal parts according to the number of channels. In the second step, half of the feature information 
is directly sent to the end for fusion, while the other half is convolved. In the third step, it repeats the above 
steps until the last feature information. The fourth step is to combine the last feature information with the first 
half of the feature information obtained previously and output them together to 1×1 convolution. The multi-
scale segmentation module of SSRNet-a is similar to the bottleneck module of ResNet. It just replaces the 3×3 
convolution in the ResNet bottleneck module with SS-Block. Wherein, the convolution of SS-block is ex-
pressed as 3×3 convolution+batch regularization+ReLU activation function.

Input

Convolution 1×1

Convolution 3×3

Convolution 1×1

Addition

Convolution

Convolution

Convolution connection

Fig. 1. Detailed SS-Block of SSRNet-a

The detailed structures of the three kinds of multi-scale segmentation network models on CIFAR dataset 
[19] are shown in table 1. The model a represents that only the 3×3 convolution in the ResNet bottleneck mod-
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ule is replaced. Model b represents the removal of two 1×1 convolution models in ResNet bottleneck module 
on the basis of model a. Model c means that the number of feature channels in each sub-sampling is equal to 
the number of feature channels in the first group on the basis of model b. Compared with model b, model a has 
similar recognition accuracy, smaller number of parameters and slightly slower speed. Compared with model 
b, model c has lower recognition accuracy, smaller number of parameters and faster speed.

Table 1. Structure of three SSRNets
Group Output size SSRNet-a SSRNet-b SSRNet-c

1 32×32 [3×3,128]×2 [3×3,256]×2 [3×3,256]×2
2 161×6 [3×3,256]×2 [3×3,512]×2 [3×3,256]×2
3 8×8 [3×3,512]×2 [3×3,1024]×2 [3×3,256]×2

Average pooling 1×1 [8×8] [8×8] [8×8]

3.2   Design of  Network Length and Segmentation Scale

Starting from AlexNet, deep convolutional neural networks learn multi-scale feature information by increasing 
the length of the network to improve network accuracy. While increasing the length of the network, the prob-
lem of reducing feature reuse will occur. WRN solves this problem by increasing the network width instead of 
the network length, making the recognition speed faster. If the network length is shorter, the recognition speed 
is faster. As the length of the network increases, the receptive field of the convolutional neural network in-
creases. However, not all receptive fields have the same contribution to the output features, and the central area 
of the receptive fields has a greater impact on the output features [20]. Through rich experiments, this paper 
finds that When the network length is set to 1.5 to 2 times of the ratio of the receptive field size to the input im-
age size, the recognition accuracy of the network is higher and the recognition speed is faster. A good balance 
between accuracy and speed is achieved. The receptive field of k-th layer is calculated as follows:
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Where 1−kl  is the receptive field size of k-1 layer, kf  is the convolution kernel size of the current layer, 

and is  is the step size of i-th layer. According to formula (1), the final output receptive field size of SSRNet-a 
is 51×51. After three kinds of scale segmentation, the receptive field is 67×67, which is 1.5 to 2 times of the 
input image size of 32×32. The length of the network model can achieve a good balance between recognition 
accuracy and recognition speed.

3.3  Design of Network Width and Down-sampling Rate 

By increasing the network width (that is, the number of feature channels), the recognition accuracy can be im-
proved while maintaining the network recognition speed. But increasing the network width will increase the 
number of parameters, so the network width needs to be set according to the specific situation. When the com-
puting power is sufficient, it can set the network width of each group to be the same, and the network widths 
of different groups increase sequentially (for example, model a and model b). When the computing power is 
insufficient, the network width of each group can be set to be the same, and the number of the network model 
parameter can be reduced by sacrificing the accuracy (such as model c).

When the input image is too large, the model computation can be reduced by down-sampling. When the 
input image is down-sampled to small size (6×6, 7×7, 8×8), it is more appropriate [21]. The proposed multi-
scale segmentation network model reduces the size of the input image from 32×32 to 8×8 by twice double 
down-sampling on the CIFAR dataset, and then it uses average pooling to change the output feature size to 
1×1 for image recognition.

4   Experiment and Analysis

In the network model training, the proposed algorithm in this paper is implemented using the flying paddle 
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deep learning framework. The used data sets are cifar 10 and cifar 100. Each image uses random edge filling 
and random horizontal flipping for data enhancement. Finally, the mean value is normalized. The training en-
vironment is Baidu AI Studio, and the GPU is Tesla V100.

4.1   Datasets 

CIFAR 10 and CIFAR 100 are labeled as subsets with 80 million small image datasets. They were collected by 
Alex Krizhevsky, Vinod Nair and Geoffrey Hinton.

CIFAR 10 data set consists of 60000 color images with 32×32pixels and 10 classes, each class has 6000 
images. There are 50000 training images and 10000 test images. The 10 categories are: airplane, automobile, 
bird, cat, deer, dog, frog, horse, boat and truck.

The CIFAR100 dataset is similar to the CIFAR10 dataset. It has 100 classes, each class contains 600 imag-
es. Each category has 500 training images and 100 testing images. There are 50000 training images and 10000 
testing images. The 100 classes in CIFAR100 are divided into 20 superclasses. Each image has a fine label and 
a rough label.

4.2   Training Strategy 

The random gradient descent method with momentum is used to train the network model, and 300 rounds 
of training are conducted on the training sets (CIFAR10 and CIFAR100). The initial learning rate is set as 
0.00001, and 10 rounds of linear warm-up training are carried out. Then, 290 rounds of cosine decay training 
are started with a learning rate of 0.1. The weight parameter of convolution kernel is initialized by MSRA [22], 
the weight attenuation coefficient is set to 0.00005, the momentum coefficient is set to 0.9. The data size of 
each batch is set to 128. The label smoothing strategy with the coefficient of 0.05 is used.

4.3   Results and Analysis 

Four images are randomly selected from CIFAR10 data set, and the recognition results of SSRNet are shown 
in Fig. 2. The original image is composed of a 32×32 pixel color image, and the upper left corner is the catego-
ry label corresponding to the recognition result.

Fig. 2. Recognition result of SSRNet

The comparison of recognition speed and recognition accuracy of SSRNet, ResNet and HS-ResNet trained 
on CIFAR10 data set with the same training parameters is shown in Fig. 3. The three circles in the upper left 
corner represent the multi-scale segmentation network model (SSRNet) in this paper, the three circles in the 
lower right corner represent the residual network model (ResNet), and the middle circle represents the multi-
scale segmentation module (SS-Block), which is replaced by HS-Block. The recognition accuracy of SSRNet-c 
is similar to that of ResNet-56, and the speed is faster than that of ResNet-20. Compared with SSRNet-a and 
SSRNet-b, the recognition accuracy and speed of HS-ResNet obtained by shortening network length method 
are slightly lower. Thus, compared with HS-Block, the multi-scale segmentation module SS-Block has higher 
recognition accuracy, faster recognition speed and better performance.
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Fig. 3. Comparison of speed and accuracy with different networks

Under the training environment and strategy of this paper, the experimental results with different network 
models on CIFAR dataset are shown in table 2. The recognition speed of multi-scale network model SSRNet-c 
is the fastest, which is four times as ResNet-56. The recognition error rates of SSRNet-a and SSRNet-b are 
similar, which are 4.14% and 4.04% respectively. The former has smaller model parameters, while the latter 
has faster recognition speed. When the recognition speed is high, SSRNet-c can get the fastest recognition 
speed. When the recognition accuracy and model parameters are required to be high, SSRNet-a can obtain 
high recognition accuracy and low model parameters. SSRNet-b is a trade-off between the performance of 
SSRNet-a and SSRNet-c, it achieves a good balance between recognition accuracy, recognition speed and 
model parameters.

Table 2. Comparison of speed(ms) and error rates (%) with different networks on CIFAR datasets

Network model Parameter size Recognition speed CIFAR 10 CIFAR 100
ResNet-20 0.2M 117 9.70 -
ResNet-56 0.9M 47 6.99 -
ResNet-110 1.7M 25 6.57 29.68

HS-ResNet-20 0.2M 37 9.71 -
HS-ResNet-56 0.8M 12 7.14 -
HS-ResNet-110 1.5M 6 6.52 29.68

HS-ResNet-a 17.1M 47 4.81 20.50
SSRNet-a 20.2M 71 4.14 21.00
SSRNet-b 26.8M 100 4.04 20.87
SSRNet-c 3.1M 200 7.07 30.69

Table 3 shows the different network models on the CIFAR data set. When the recognition error rate of the 
new network model in this paper is similar to that of other network models, the number of network layers is 
the smallest. Most of the neural networks currently used for image recognition are based on deep convolution-
al neural networks, and the number of network layers is much larger than the number of network layers in this 
paper. The fewer network layers present the faster recognition speed. When the recognition error rate is simi-
lar, the recognition speed of the network model in this paper is faster than other network models.

Under the training environment and training strategy in this paper, the results of SSRNet-b ablation exper-
iment on CIFAR data set are shown in table 4. After the residual module in ResNet is replaced by the multi-
scale segmentation module SS-Block, the error rate is similar, and the recognition speed decreases from 25ms 
to 11ms. After the improvement of ResNet by shortening the network length method, the error rate is similar 
and the recognition speed is increased from 25ms to 192ms. The error rate of the obtained SSRNet is greatly 
reduced by 2.53% and 8.81% on CIFAR10 and CIFAR100 datasets. The recognition speed is improved from 
25ms to 100ms. That is a threefold increase. It can be seen that shortening the network length method can 
greatly improve the recognition speed, while combining it with multi-scale segmentation method can greatly 
improve the recognition accuracy.
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Table 3. Error rates (%) with different networks on CIFAR datasets
Network Parameter size Layer number CIFAR 10 CIFAR 100
ResNet 1.7M 110 6.57 29.68
WRN 36.5M 28 4.17 20.50

PyramidNet 1.7M 110 4.58 23.12
HS-ResNet 1.5M 110 6.52 29.68
SSRNet-a 20.2M 7 3.82 19.38
SSRNet-b 26.8M 7 3.87 20.87
SSRNet-c 3.1M 7 6.75 30.69

Table 4. Comparison of speed (ms) and error rates (%) of SSRNet-b ablation experiment on CIFAR datasets
Network Recognition speed CIFAR 10 CIFAR 100

ResNet-110 25 6.57 29.68
SSRNet-110 11 6.84 30.54

ResNet-b 192 6.76 30.79
SSRNet-b 100 4.04 20.87

5   Conclusions

The proposed multi-scale segmentation method in this paper does not increase the model parameters and com-
putation when it represents multi-scale feature information. The method of proposed shortening the network 
length in this paper can greatly improve the recognition speed while maintaining the recognition accuracy. 
Compared with other network models, SSRNet based on multi-scale segmentation is faster when the recogni-
tion accuracy is similar. In future work, the network model will be applied to object detection and other fields 
to further improve the recognition speed in other fields.
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