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Abstract. Traditional motion recognition methods can extract global features, but ignore the local features. 
And the obscured motion cannot be recognized. Therefore, this paper proposes a modified Histogram of 
oriented gradients (HOG) combining speeded up robust features (SURF) for sports motion feature extraction 
and recognition. This new method can fully extract the local and global features of the sports motion 
recognition. The new algorithm first adopts background subtraction to obtain the motion region. Direction 
controllable filter can effectively describe the motion edge features. The HOG feature is improved by 
introducing direction controllable filter to enhance the local edge information. At the same time, the K-means 
clustering is performed on SURF to obtain the word bag model. Finally, the fused motion features are input to 
support vector machine (SVM) to classify and recognize the motion features. We make comparison with the 
state-of-the-art methods on KTH, UCF Sports and SBU Kinect Interaction data sets. The results show that the 
recognition accuracy of the proposed algorithm is greatly improved.
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1   Introduction

Motion recognition has attracted extensive attention from researchers in the fields of computer vision, machine 
learning and pattern recognition [1,2]. In addition, it has a wide range of applications in intelligent surveillance, 
augmented reality, video annotation, human-computer interaction and motion-sensing games, etc, [3]. Therefore, 
using computer vision algorithms to automatically identify human behavior in the video has become a hot re-
search topic in the field of computer vision in recent years.

Existing motion recognition methods can be divided into two categories: local feature methods and global fea-
ture methods. Local feature methods, such as optical flow, scale-invariant feature transform (SIFT), are generally 
used to extract local sub-regions or points of interest from video or images [4]. Global feature methods usually 
extract the information of the whole human body, such as motion history map (MHI), contour features, etc. The 
representation of each feature has its advantages and disadvantages. Nowadays, the more popular research meth-
ods mainly combine local and global features.

Reference [5] not only improved the speed of recognition but also maintained the accuracy of the algorithm 
by integrating space-time domain features at decision level, but the algorithm was more sensitive to occlusion 
factors. Reference [6] introduced the concept of motion context to obtain the spatial and temporal distribution 
of video words. Although these algorithms have achieved good performance, they all lack gradient feature 
information. Reference [7] proposed to use Harris corner detector to detect interest points in space-time 3D space, 
and use these interest points to describe related actions. In view of the defects in the reference [7], the original 
algorithm was improved by Gabor filtering in the time-space domain in the reference [8]. Aiming at the problem 
that the HOG feature was not sufficient to describe the image edge, reference [9] used the improved HOG feature 
to better extract the edge information of buildings, which was superior to the traditional method in multiple 
indexes. In reference [10], dense sampling was performed on behavioral video to obtain dense trajectory (DT) of 
behavioral actions. Then, motion boundary histogram, optical flow histogram and gradient direction histogram of 
DT were calculated respectively, and the three features were fused. This method had a strong ability to express 
infrared human behavior. In reference [11], the deep learning method was adopted to carry out weighted fusion 
of features extracted from each network, and the algorithm had a high recognition rate and strong generalization 
ability, but the model was complex.
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According to the above analysis, in order to overcome the problem of insufficient feature description by a 
single feature, this paper proposes a new feature characterization method for motion recognition, which inte-
grates SURF and improved HOG features to recognize motions.

2   Proposed Motion Recognition Method

2.1   SURF Feature Extraction 

SURF [12] algorithm mainly includes two parts: feature point localization and feature point description.

(1) Feature point localization.

The first step is to construct the Hessian matrix. The Hessian matrix of any pixel point ),( yxX  in the image 
I is:

                                                                                   
 .
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Where σ  is the scale. Lxy (X, σ)
 
is the convolution of the Gaussian second-order differential 
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between pixel point X and image I. Lxx (X, σ) is similar to Lyy (X, σ). )(σg  is the Gaussian function, its 

expression is:

                                                                                         .                                        (2)    

Dxx, Dxy, and Dyy are used to represent the convolution result of the box filter and the image in different 
directions, then the determinant of the simplified Hessian matrix can be expressed as:

                                                                                            .                                     (3)

Where 9.0=ε  is the empirical value, which is used to balance the error caused by the box filter 
approximation. All pixel points processed by the Hessian matrix are compared with 26 points in the 3×3×3 
stereo neighborhood with non-maximum values. When the determinant of the Hessian matrix obtains a 
local maximum or minimum value, the extreme point is considered as a candidate feature point. Then, linear 
interpolation is performed in the scale space and image space to obtain the final stable feature points.

(2) Feature point description.

It creates a square area of 20s (s is the scale value of the feature point) near the point of interest and rotates 
them to the main direction. Then it divides the square region into 4×4=16 sub-regions, and calculates the Haar 
wavelet feature of 5×5=25 pixels for each sub-region. The Haar wavelet feature includes the sum of the hori-
zontal Haar wavelet response values, the absolute value sum of the horizontal Haar wavelet response values, 
the sum of the vertical Haar wavelet response values, and the absolute value sum of the vertical Haar wavelet 
response values. So each sub-region has four values, each feature point is a vector with 16×4=64-dimension.

2.2   Constructing a Visual Dictionary

In order to generate the visual dictionary, the most commonly used K-means clustering algorithm (K rep-
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resents the dictionary size) is used in this paper. The Euclidean distance is expressed as:
                                                      

 . (4)

In the formula, Ess is the clustering error of all objects. p  is a point in space. im  is the average value of 

cluster iC . In this paper, all samples are divided into the cluster represented by the nearest cluster center by 
Euclidean distance, and K clusters are formed. Then the K clusters are calculated again to get the new cluster-
ing center, and the sample categories are reclassified according to the new clustering center. The iteration will 
be stopped until the center position is unchanged. The center of each cluster is used as the word in the visual 
dictionary. Then the distance of each feature to these k visual words is calculated. They are mapped to the 
nearest visual word to construct the histogram.

2.3   Modified HOG Feature Extraction

Controllable filter was proposed by Freeman et al [13]. It is a special filter, which can be arbitrarily rotated. It 
performs well in image texture analysis. The controllable filter is composed of a set of basic filters, i.e.
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Where ),( yxfθ  is the filter in the direction of θ . )(θik ′  is the interpolation function. ),( yxfθ ′  is the 
basis function. Interpolation function and basis function exist in pairs. M is the number of basis functions.

The second derivative of the Gaussian function approximates the boundary and can be expressed by the 
product of a circularly symmetric window function and a polynomial. The controllable filter is composed of 
the second derivative of the Gaussian function and can be expressed as:

                                                                                                      .                           (6)

Where )(1 θk  and )(2 θk  are interpolation functions. 
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HOG feature was first proposed by Dalal et al and applied to pedestrian detection. The idea of HOG method 
is to calculate the normalized local directional gradient histogram in a dense grid. The improved HOG feature 
extraction process is as follows.

First of all, in order to reduce the impact of shadow and light factors, the image needs to be normalized.
Compute the gradients in directions 0̊ and 90̊. Assuming that the coordinate of any pixel point in image I is 

(x,y), then the gradients ),( yxGx  and ),( yxGy  in 0̊ and 90̊ are,
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                                           Gx(x,y) = I ×ƒ0̊

                                                              Gy(x,y)= I ×ƒ90̊     
.
                                                                             (9)

The gradient amplitude and gradient direction at the pixel point can be respectively expressed as:
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(3) In order to maintain a weak sensitivity to the motion in the image, the image is divided into several 
cells. Each cell is divided into 9 directional blocks. Then, a histogram of gradient direction is constructed for 
each cell.

(4) Combining the cells obtained in Step 3 into large blocks, and conducting L2-norm normalization for the 
histogram within the interval. The formula is as follows:

                                                                               .                                                 (11)

Where e  is a constant parameter, and its value is smaller. v  represents the histogram vector within the in-
terval.

(5) Connecting the histogram vectors within all the intervals, finally obtaining the HOG feature of the whole 
image.

(6) In addition, the calculation equation of HOG feature dimension is:
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Where cellD  represents the dimension of cell. blockS  is the size of the Block. cellS  is the size of the cell. 

blockS ′  is the step size of the Block. h  and z  represent the height and width of one image respectively.
The improved HOG feature has good robustness to illumination and geometric changes, and it can effec-

tively extract edge texture information.
In this paper, SVM is used to classify data. SVM uses hyperplane in high dimensional space to divide data 

with maximum margin. The mathematical expression is:

                                                                                                .                                (13)

Where ω  is the normal vector of the hyperplane. C is the penalty factor. n  is the number of sample points. 
ξ  is the relaxation variable. b  is the offset.
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2.4   Specific Implementation of the Proposed Algorithm

The proposed motion recognition process is shown in Fig. 1.

Fig. 1. Flow chart of proposed method

The specific implementation steps of the new algorithm are as follows.
1. Background subtraction is applied to the input video frame. Only the region where the motion is located 

is extracted from each frame of the video, and this region is called the motion region.
2. Interest-point detection is carried out in the motion area, and SURF is used to describe it. Bag of words 

(BOW) model is used to construct the histogram of features. The dimension of each feature point is 64.
3. HOG feature extraction is carried out in horizontal and vertical directions for each extracted motion re-

gion. The dimension of HOG feature is HOGD , which is 3780 in this paper.
4. It fuses the histogram features constructed by BOW model and HOG features to encode video informa-

tion. The final motion features are input to the trained SVM classifier to realize motion recognition.

3   Experiments and Analysis

The experimental software environment is Windows10 64-bit, Intel core i5-760 CPU processor, 64G memo-
ry, MATLAB R2017a, Python3.6. In this paper, the widely used KTH data set [14], UCF Sports data set [15] 
and SBUKinect Interaction data set [16] are adopted. KTH data set has six types of motion, and each motion 
is completed by 25 people. The six motions contain Walking, Jogging, Running, Boxing, and Handwaving 
and Handclapping. The background of this data set is relatively simple. The UCFSPORTS dataset consists of 
150 video sequences from various broadcast sports channels on the BBC and ESPN. This data set contains 
10 different types of motions, each motion is performed by different persons. It includes Diving, GolfSwing, 
Kicking, Lifting, Riding Horse, Running, SkateBoarding, Swing Bench, SwingSide Angle and Walking. The 
shooting background of this data set is relatively complex with different scales and perspectives, so it brings 
some challenges to motion recognition. The Sbukinect Interaction data set contains8 types of motions, which 
are Approaching, Departing, Exchanging, Hugging, Kicking, Punching, Pushing and Shaking hands. Each 
motion is performed by seven different persons in the same lab.

We take UCF Sports dataset as an example. Fig. 2 shows SURF extraction of some video frames, and Fig. 
3 shows the comparison of HOG features before and after improvement for some video frames. The improved 
HOG feature can fully describe the edge details of the image.
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Fig. 2. SURF extraction

Fig. 3. Comparison of HOG features before and after improvement

The parameters in the simulation are as follows: Dcell = 9, Sblock = 32 × 32, Scell = 16 × 16, S΄block = 16, C=1. 
When k is 1500, 3000 and 1000 respectively, the recognition effect of the three data sets is the best. To verify 
the performance of the presented method in this paper, the data sets mentioned above are tested. In the experi-
ment, cross-validation is adopted for testing. 70% of the data sets are selected as the training set and the rest as 
the test set. Finally, the confusion matrixes of recognition accuracy for KTH dataset, UCF Sports dataset and 
SBU Kinect Interaction dataset are obtained as shown in Fig. 4.

It can be seen from the confusion matrix that there is a certain similarity between “walking”, “jogging” and 
“running” on the KTH data set, leading to a certain misidentification rate. There is also 4%~7% error between 
waving and clapping. In the UCF Sports data set, due to the complex background, multiple perspective chang-
es, and occlusion and fast speed between motions, there is 8%~15% misidentification rate between “kicking” 
and “running” motions. For other motions with occlusion, the recognition rate is higher. In the SBU Kinect 
Interaction data set, due to the certain similarity between motions, “striking” and “pushing” have high mis-
identification rates. “approaching” and “exchanging” also have 14% misidentification rates, because the human 
body needs to be close to each other when exchanging objects. For other obvious features, the recognition rate 
is higher and the misrecognition rate is lower in this paper.
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Fig. 4. Recognition rate of proposed algorithm in different datasets: (a) Confusion matrix on KTH dataset; (b) confusion 
matrix on UCF Sports dataset; (c) confusion matrix on SBU Kinect Interaction dataset

In order to evaluate the performance of the proposed algorithm in this paper, the recognition accuracy rate 
(RAA) is taken as the index to compare with other algorithms SSED [17], MCSM-Wri [18], PGCN-TCA [19], 
AR3D [20]. The comparison results are shown in Table 1.

Table 1. Recognition rate with different methods/%
Method KTH dataset UCF Sports dataset SBU Kinect Interaction dataset
SSED 95.5 88.5 80.3

MCSM-Wri 95.5 92.7 90.8
PGCN-TCA 96.7 94.4 91.4

AR3D 97.8 95.8 94.9
Proposed 98.2 97.6 98.5

It can be seen from Table 1, the RAA of proposed method is 98.2%, which improves by 2.7%, 2.7%, 1.5% 
and 0.4% than that of SSED, MCSM-Wri, PGCN-TCA, AR3D respectively in KTH dataset. It is similar to the 
other two datasets, which shows that the proposed method has the better recognition results with the approach 
of global and local feature extraction.

4   Conclusion

This paper presents an improved motion recognition algorithm based on global and local features. SURF is 
used to maintain the invariance of occlusion, perspective transformation and rotation, and the improved HOG 
feature is integrated for motion recognition. The advantage is that it not only retains the global feature of HOG 
feature and local information of SURF feature, but also reduces the influence of occlusion, perspective trans-
formation and other factors on motion recognition. The evaluation of the KTH dataset, UCF Sports dataset and 
SBU Kinect Interaction dataset proved that the proposed method can recognize various motions in the video. 
The experimental results show that the recognition rates on three data sets are 98.2%, 97.6% and 98.5%, re-
spectively. Future work will focus on saliency object detection methods to detect saliency objects in video 
frames. And it only extracts the features of these objects to recognize motions.
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