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Abstract. As the volume of seismic observation time-series data grows larger, web-based visualization 
schemes suffer from longer system response times. Although big data visualization schemes based on sampling 
and filtering can greatly reduce the data scale and shorten transmission time, what it gains in speed it loses in 
information. Progressive visualization has become an increasingly popular scheme because it can quickly “see” 
some results without having to wait for all the data, thus enabling users to grasp a data-change trend quickly 
and perceive the rules behind it. In this paper, a Cloudberry-based progressive real-time visualization schema 
for earthquake big data (PVSEBD) is proposed for the first time. It greatly shortens the transmission time of 
each data slice, improves the user interaction experience, and meets the long-term, large-scale visualization 
needs of earthquake consultation business. Because the correctness of average aggregation function (AVG) 
in progressive visualization is often not guaranteed, this paper proposes an innovative AVG translation rule 
solution based on the accumulability of the COUNT and SUM aggregation functions. The experimental results 
showed that PVSEBD automatically adjusts the amount of data returned each time according to size and has 
a shorter response time for each interaction compared with the solution based on the web-based visualization 
toolkit Portable Progressive Parallel Processing Pipeline (P5).

Keywords: earthquake big data, big data visualization, progressive visualization, aggregate function, 
Cloudberry

1   Introduction

China’s Digital Earthquake Precursor Observation Network now has nearly 3000 sets of instruments, covering 
observation methods such as fluid, geomagnetism, geoelectricity, deformation and gravity. Most of these are sec-
ond-sampling devices that acquire time series float data at a sampling rate that on some devices can reach 100 
Hz. One of these devices generates 65.9 MB of data per day and 23.5 GB per year. With the implementation of 
the National Earthquake Intensity Rapid Reporting and Early Warning Project, the National Intensive Earthquake 
Observation Project and others, there will be several times the amount of today’s seismic observation data to be 
processed and represented with appropriate visual solutions to make them useful [1]. Visual analysis of the data 
helps with earthquake preparation because displaying useful information is crucial for responding to changing 
states. To enhance feedback to users [2], it is necessary to develop a seismic big data visualization system that 
allows seismic experts to view changing trends in long-term observation data as they conduct earthquake consul-
tation.

Visualization is the process of representing data, information and knowledge in the graphical form [3], and it is 
also a basic tool for observing and analyzing data [4]. With the increasing digitization and interconnection of the 
world and the exponential growth of data, more and more physical objects are integrated into the information net-
work. Data visualization can promote people’s understanding of massive data [5]. Data visualization is the pro-
cess of processing data of any size or dimension to produce a set of lower dimensional or understandable data, so 
as to make it easier for people to operate and understand the data [6]. Data visualization also enables researchers 
to understand their own data and convey their opinions to others [7]. In a word, it provides experts, among others, 
with an intuitive and interactive means to explore and analyze data to identify patterns and infer correlations and 
causality [8]. Without visualization, it is difficult for users to perceive the value in big data quickly; however, this 
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method has its own set of requirements. More than just presenting data, visualization participates in data analysis 
through human-computer interaction. As a multi-disciplinary research field, human-computer interaction is the 
basis of designing human-computer interaction system [9]. This interactive performance is the core of emerging 
visualization analysis methods because it is where the “data - information - knowledge” flow is realized.

Different user requirements and application scenarios produce different visual presentation methods of big 
data processing [2]. There are many general applications for visualization software (Tableau, power Bi, Excel 
and MATLAB), web-based visualization systems (B/S structure, through front-end development technologies 
such as HTML, CSS and JavaScript) and data visualization component libraries (including D3.js, HightCharts, 
ECharts, Antv), but for seismic visualization these applications need a lot of redevelopment since there is no com-
prehensive analysis or summary for seismic big data. To address this problem, web-based big data visualization 
schemes are currently popular, and Web3D [10, 11] is a lightweight solution that processes large-scale 3D model 
data to improve real-time visualization for on-line transmission and browser display. Another web-based system, 
Cartolabe [12] explores large topic-based text corpora. However, neither of these is suitable for time-series data 
scenarios given the increase in data volume and algorithm complexity and the longer wait times. This is a partic-
ular problem for seismic experts who usually need to view analyze and process long-term time series data from 
multiple observation instruments at the same time. Let us suppose that an earthquake expert wants to view origi-
nal seismic observation data from three observation instruments from 2010 to 2019. Assuming that the observa-
tion instruments were sampled in minutes, the data generated by each device would be about 10 bytes per minute, 
and the data to be transmitted would be about 150 MB. If all the data were transmitted at one time over the web 
and the client received and visualized the data, the wait time would be very long. If the query results were trans-
mitted one year at a time, they would be visualized and rendered 10 times, and each transmission would be about 
15 MB, a greatly reduced scale of data transmission, and users would quickly see part of the visualization results.                      

Usually, sampling and filtering are used to reduce the scale of data transmission and improve visualization 
speed. Two common methods are random and hierarchical sampling [13], which are usually applied in approxi-
mate query processing [14]. For example, the ScalaR [15] system used a simple random sampling technique, and 
Chaudhuri et al. used an optimized, layered Microsoft SQL Server database systems sampling technique [16]. For 
filtering technology, Gao et al. [17] proposed a distributed DMF filtering algorithm for large network systems; 
Axelsson [18] presented an adaptive triangulated irregular network (TIN) filtering algorithm; and Hui et al. [19] 
combined multi-level interpolation and traditional morphological algorithms to propose an improved filtering 
algorithm. Although the sampling and filtering schemes greatly reduced the scale of data transmission and short-
ened the time of data transmission, it loses information behind the high-frequency data. Since earthquakes are the 
result of long-term crustal movements, seismologists usually need original long-time seismic observation data to 
find seismic variation rules. Therefore, the visualization method based on sampling and filtering is not suitable. 
In view of the shortcomings of the two sampling and filtering visualization methods as well as the characteristics 
of seismic data, this paper proposes progressive visualization, a scheme that has become more and more popular 
in the visualization community. Compared with traditional schemes, progressive visualization helps users inter-
act better with a large amount of data, and gives priority to speed to enhance interactive analysis. Progressive 
visualization uses online aggregation to decompose long-time calculations into smaller and faster blocks, and 
return some approximate results without having to wait for all results [20]. Although it has many advantages, 
our research has found potential risks. For example, in most of the current progressive visualization schemes, the 
calculation of aggregation function needs to merge data fragments. Because existing computer systems can easily 
produce wrong intermediate results, users will draw wrong visualization conclusions. In this paper, we make a 
series of improvements to produce a correct calculation of the aggregate function.

The main contributions of this paper are as follows:
First, this paper puts forward a web-based, progressive, real-time visualization scheme for earthquake big data 

based on a Cloudberry middleware system for the first time.
Second, this paper addresses the common problem of incorrect AVG aggregation function calculation results, a 

problem that appear in the Cloudberry progressive scheme, which is based on the DRUM mechanism. Therefore, 
this paper proposes an AVG translation rule solution based on the cumulative principle of COUNT and SUM ag-
gregate function.

Finally, this paper draws a comparison between PVSEBD and the web-based visualization toolkit P5 and ana-
lyzes their respective advantages and disadvantages. The experimental results showed that PVSEBD automatical-
ly adjusted the size of each data return according to its size and displayed the results quickly. The response time 
of each interaction was significantly less than that of the other two systems.
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2   Related Research

The common schemes of big data visualization are based on sampling and filtering strategies and progressive vi-
sualization schemes.

2.1 Visualization Scheme based on Sampling Strategy

Sampling [21, 22] technology is usually used in statistical analysis to extract a small number of samples from a 
large amount of data for analysis. Literature [23] considered the common special case of point datasets and pro-
posed an efficient random sampling algorithm. In random sampling, each data point has the same probability of 
being selected, so the resulting sample may not be representative and may miss important data points [24]. To 
make improvements, Literature [25] used uniform sampling and non-uniform sampling; moreover, it improved 
sampling algorithms by analyzing the way users perceive density differences [26, 27]. Literature [28] presented 
a sampling-based visualization solution for search and large-scale network applications depending on which a 
Web-based ALVIN system was implemented. These sampling-based visualization schemes all have a common 
problem: the data sampled each time is random, and the hidden information behind the data may be lost due to its 
unrepresentativeness. Consequently, some prior knowledge and complex pre-processing operations are usually 
required [29].

2.2 Visualization Scheme based on Filtering Strategy

In this strategy, qualified data are filtered from the data set according to the filtering conditions. Literature [30] 
offered a visual information seeking (VIS) solution based on rapid filtering, which displayed the search results 
gradually. To solve the problem of data continuity aimed at different types of spatio-temporal characteristics,  
Literature [31] proposed a filtering algorithm. Literature [32] presented another filtering method which only needs 
a few parameters, which may appeal to users who do not have much experience using the related technology. 
However, these filtering methods usually only return a specific subset of data that does not convey enough infor-
mation. Often, these schemes require many complex pre-calculation algorithms, which makes them unsuitable for 
earthquake prediction.

2.3 Progressive Visualization Scheme

In progressive visualization, part of the calculation result is gradually generated and visualized during the execu-
tion of the visualization. These partial results can be continuously merged into the visualization interface until the 
complete result is formed over time. Progressive visualization allows users to see the intermediate results running 
for a long time without waiting for all the results to be calculated [33]. Cook and Thomas [34] defined visual 
analytics as the science of interactive visual interfaces and extended the concept of progressive data analysis to 
visual analytics. Glueck et al. [35] introduced a Splash framework that gradually transfers data between the server 
and the client, thereby speeding up the system’s response speed, improving user interaction, and showing the user 
benefits of gradually loading data on a slower network. Rinzivillo [36] proposed a method of progressive cluster-
ing, which obtains a relatively small subset by calculating the distance function to generate the calculation results 
quickly. Fekete [37] developed a Python toolkit ProgressVis to implement progressive visual analysis. Wong et 
al. [38] presented a powerful visual data-mining [39] system that supports progressive visualization based on 
SPAM-like algorithms. Stolper et al. [40] built a prototype system called Progressive Insights, and improved the 
SPAM algorithm [38, 41] to improve the progressiveness and interactivity. With the popularization of multi-core 
CPU and GPU hardware, Li et al. [42] proposed a Web-based visualization toolkit Portable Progressive Parallel 
Processing Pipeline (P5), which can make full use of GPU parallel computing resources and perform progressive 
data analysis and Visualization. Luo et al. [43] proposed VisClean, which can progressively visualize data with 
improved quality through interactive. Jia et al. [44] proposed a set of progressive, interactive, real-time query 
middleware, for large-scale data, Cloudberry. It uses a mechanism called DRUM, which divides a query request 
on large-scale data into N irregular micro-queries according to a specific database field. It focuses on how to 
deliver the results of mini-queries smoothly by following an “expected rhythm” so that the user sees regular up-
dates of the incremental results. The above visualization schemes mainly focus on which progressive strategy is 
adopted to realize interactive visualization. They rarely consider the influence of the progressive schemes on the 
correctness of the AVG aggregation function results.
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3   Cloudberry Progressive Visualization System

3.1   Cloudberry System Architecture

Cloudberry is an efficient, flexible, interactive real-time visual analysis middleware system [37]. Fig. 1 shows 
its three-tiered architecture [45]. It consists of two modules: Neo and Zion [46]. The Neo module is a web serv-
er based on the Play Framework and uses the Actor model to receive JSON visual query requests sent from the 
front-end. The Controllers component defines the server component interfaces corresponding to client request 
routing, such as register, logout, and query. The views component defines a set of web query and result display 
interfaces based on HTML and JavaScript; the database (DB) component is mainly responsible for connecting to 
the back-end database according to Cloudberry’s configuration information and checking and creating a metadata 
table. The Zion module is the core component of Cloudberry middleware and also uses the Actor model. It con-
sists of the following components:

Fig. 1. Cloudberry three-tiered system architecture

(1) Request Parser——used to check incoming JSON format query request syntax, parse it into an internal 
query language, and forward the parsed result to the Query Planner.

(2) Query Planner——responsible for query rewriting depending on the given views information. If there is an 
appropriate view, the original query will be split into multiple queries to ask different datasets. After all the results 
come back, the query planner will merge results from all queries and return to the client. Not every query can find 
an appropriate view, especially at the beginning when the system is starting. In this case, instead of waiting for the 
entire query result, Cloudberry returns a series of partial results by streaming at a steady pace. It splits the query 
into a series of mini-queries, and the selectivity of each mini-query is adapted based on the query performance so 
that each one is guaranteed to finish within a short time.

(3) Data Manager——responsible for processing data-related modules: metadata, datastore and view man-
agers. The metadata manager and datastore manager are mainly used to map data formats and register data sets. 
Cloudberry uses view technology to cache data and improve query response speed [47]. The view manager 
controls the life-cycle of the views and stores the metadata of the base datasets and their associated views [48]. 
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The materialized views and the meta-dataset of Cloudberry are also stored in the backend database. In this way, 
we can rely on the database to do the computations both on views and base datasets, so the middleware is light-
weight.

(4) Database Adapter——Cloudberry’s adaption interface for different database management systems, such as 
MySQL, Oracle relational databases, and AsterixDB semi-structured databases. The latest version also provides 
an Elasticsearch interface to translate Cloudberry internal queries into SQL statements that conform to the target 
database syntax, encapsulate the query return results in JSON format and send them to the query planner.

3.2   Progressive Visualization Based on Drum Framework

Cloudberry implements progressive visualization based on the DRUM framework. The framework focuses on di-
viding an original query into N micro-queries according to the time dimension and ensures that these micro-que-
ries are returned to the front-end in as quickly and incrementally as possible to improve the user interactive query 
experience [49].

The specific approach of the DRUM framework is to divide the original query Q into a series of non-equidis-
tant mini-queries Q1, Q2, Q3, ..., Qn in the time dimension, and according to the response performance of the pre-
vious micro-queries to predict and adjust the time range of each micro-query to ensure that each micro-query can 
be completed in a short time and return the query results as uniformly as possible. Micro-query greatly reduces 
the scale of each data processing and speeds up the response speed.

Fig. 2 shows the execution process of the DRUM framework [46]. For each query request from the front-end, 
it will be submitted to the micro-query generator. The generator uses the estimation [50, 51] information provid-
ed by the evaluation module to select the query range of the next micro-query Qi, and then generates the query 
Qi and sends it to the database [49]. After receiving the micro-query results, Cloudberry aggregates them along 
with previous fragments into new query results that replace the original ones. Finally, the middleware server 
sends these aggregated results to the front-end, the web browser receives these results and it merges them into an 
interactive visualization interface. At the same time, the evaluation module collects the running statistics of this 
micro-query and evaluates the time range of the next one.

Fig. 2. The execution flow of the DRUM framework

Compared with existing progressive visualization schemes such as P5, the progressive visualization scheme 
based on DRUM has obvious advantages. DRUM dynamically adjusts the query conditions based on evaluat-
ing each one’s response time, so although the number of data records returned each time may be different the 
response time changes little and remains within the user’s acceptable range. However, P5 and other solutions 
require users to set the batch size manually. With the increase of data volume, the system response time will also 
improve significantly.

4   Accuracy Analysis of AVG Aggregate Function Results in Progressive Visualization
 

Aggregation is one of the most commonly used methods for querying and analyzing time-series data, which 
record the most original state change information, whereas query and analysis are usually processed based on 
original values. Common aggregate functions include SUM, MAX, AVG and COUNT. In progressive visualiza-
tion, data are usually divided according to unequal intervals. The correctness of the results of an AVG aggregate 
function calculation is a common problem that may not have been considered in existing schemes. Therefore, it 
is important to ensure the correctness of aggregation function in progressive visualization. We used a time-series 
dataset to illustrate this defect in a formal way. For example, in an earthquake consultation business, experts often 
need to aggregate observation data by day, month and year. For example, they may choose to view the monthly 
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average value of earthquake observation data from 1 January 2019 to 31 July 2020 as in Fig. 3.

Q: SELECT to_char(t.OBSDATE, ‘yyyy-mm’) MONTH, avg(OBSVALUE) as AVG

FROM EARTHQUAKEDATA t
WHERE t.OBSDATE >= to_date(‘2019-01-01’, ‘yyyy-mm-dd’)
AND t.OBSDATE <= to_date(‘2020-07-31’, ‘yyyy-mm-dd’)

GROUP BY to_char(t.OBSDATE, ‘yyyy-mm’)
ORDER BY MONTH;

Fig. 3. Query example

The STARTDATE field here is formatted as “yyyy–mm–dd”, and then grouped by month. The average value 
of the observation data is calculated and finally sorted by month.

In a relational database, it is no problem to aggregate the monthly mean, and it is easy to implement. However, 
since Cloudberry usually divides a query into multiple micro-queries with different intervals, the correctness of 
the final result of AVG aggregation function cannot be guaranteed if there is only the resultant information after 
AVG aggregation when merging the query results. Unlike COUNT and SUM, AVG is not cumulative. In the 
above example, when calculating the monthly average value of the earthquake observation data from 1 January 
2019 to 31 July 2020, Cloudberry can divide the total query Q into N min-queries Q1, Q2, Q3, ..., Qn according 
to time conditions. As shown in Fig. 4, we used micro-query Qi (1≤i≤n) to represent the ith query, AVG’(Qi) to 
represent the average value of the ith query in Cloudberry, AVGcomb (Qi) to represents the average value of the 
ith query after merging and AVG(Qi) to indicate the correct results. In addition, SUM(Qi) represents the sum of 
the data of the ith query, and COUNT(Qi) represents the total number of time series points of the ith query. In 
Cloudberry progressive visualization scheme, the data are segmented at unequal intervals, and the size of each Qi 
interval is different. This way, the number of returned results, COUNT(Qi), is not fixed.

Fig. 4. Query slices

After executing micro-query Q1, the average observational data returned by Cloudberry to the front-end 
should be the average of the query results: AVG’(Q1). After executing sub-query Q2, the average value of the 
second query is AVG’(Q2); after each data transmission, the calculation results should be combined. According 
to Cloudberry’s progressive strategy, the results of Q1, Q2 need to be combined at this time. Before modifying 
Cloudberry’s internal translation rules, Cloudberry calculates the AVG aggregation function according to the 
following formula

                                                
' '

1 2
2

( ) ( )( )
2comb

AVG Q AVG QAVG Q +
= .             (1)                                    

AVG can be expressed by SUM and COUNT, so equation (1) also can be written as

                                                       1 2
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( ) ( )
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2

SUM Q SUM Q
COUNT Q COUNT Q

+ .                      (2)                                              

However, in general, the result of Q2 should be
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When COUNT(Q1) = COUNT(Q2) = m (m>0), equation (2) can be written as 

                                                 1 2
2

( ) ( )( )
2comb

SUM Q SUM QAVG Q
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+

= .            (4)                                                

At this time, equation (3) and equation (4) are equivalent. However, because data are segmented at unequal 
intervals, so COUNT (Qi) (1≤i≤n) may not be equal. Therefore, it is necessary to ensure the accuracy of the 
AVG aggregate function after segmentation and merging under the non-equidistant progressive segmentation 
strategy. Furthermore, in addition to Cloudberry, other progressive visualization schemes may also have incorrect 
calculations of the AVG aggregation function.

The correct result should be the sum of all the data in the current month divided by the total number of days 
according to the following formula
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( ) ( ) ... ( )( )
( ) ( ) ... ( )

i
i

i

SUM Q SUM Q SUM QAVG Q
COUNT Q COUNT Q COUNT Q

+ + +
=

+ + +
.
             

(5)

4.1   Solution of AVG Aggregate Function in Cloudberry

Since Cloudberry originally designed the hypothetical application scenario to provide efficient interactive re-
al-time analysis services for large-scale data, it mainly focused on operations such as data statistics and accumula-
tion. However, it has good scalability, which supports its improvement and expansion. According to the previous 
analysis, Cloudberry translates COUNT, SUM, AVG and other aggregation operations sent from the front-end 
into the corresponding aggregation functions of the target database. To ensure the correctness of the AVG aggre-
gate functions, we proposed a change to the Cloudberry translation rules. The specific implementation process is 
shown in Fig. 5.

(1) After Request Parser receives the query request sent from the front-end, if the query contains AVG(f) 
aggregation function, it will be translated into two functions with special internal naming COUNT(f) and SUM(f), 
and then sent to Query Planner.

(2) When the progressive client interface receives the results of Query Planner’s execution, according to the 
naming correspondence between COUNT(f) and SUM(f), the results of current and last SUM and COUNT are 
merged into the result of AVG aggregation function with equation (5).

(3) Finally, the progressive client interface sends this result to the front-end.
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Fig. 5. Solution of AVG in Cloudberry

It can be seen that, except for the Progressive Client Interface and Request Parser components, the other com-
ponents of Cloudberry are not aware of the existence of the AVG aggregation functions, and the overall improve-
ment plan does not affect Cloudberry’s overall structure and logic.

Solving the problem of the correctness of aggregate function is significant because existing progressive vi-
sualization schemes such as P5 ignore the calculation rules of the aggregate function under non-equal interval 
segmentation, and often cannot guarantee the correctness of the aggregate function. Cloudberry, though, can be 
improved because it is scalable, and by changing Cloudberry’s translation rules, the correctness of the aggregation 
function is guaranteed.

5   Progressive Visualization of Earthquake Big Data

The seismic observation data have the characteristics of a large data scale and long-time span. Cloudberry builds 
a progressive visualization of seismic big data based on the web, which can quickly produce partial calculation 
results and produce complete and accurate results over time, thus avoiding big data under the environment of tra-
ditional “waiting for the calculation to be completed” visualization [31]. In this paper, we proposed a Progressive 
Visualization Schema for Earthquake Big Data based on Coludberry, which is named PVSEBD.

To use PVSEBD, developers must register the dataset that the front-end needs so that it can access PVSEBD 
in advance to inform it of the dataset’s basic structure. In addition, it is necessary to encapsulate the query request 
into the JSON format to achieve progressive visualization. 

5.1   Register Earthquake Data Set

Since the existing seismic observation data was stored in a relational database, this article is based on a relational 
database simulation to create a new data table named EARTHQUAKEDATA, which includes DEVID, OBSDATE 
and OBSVALUE fields that represent seismic observation instruments, observation time and observation values. 
To realize the progressive visualization of seismic observation data, the data table information needs to be regis-
tered with PVSEBD. The format is shown in Fig. 6.

The above content is a JSON file, as defined by the Data Definition Language (DDL) specification, which is 
sent to the Metadata Manager. PVSEBD adds a record of this dataset to the metadata table. The JSON file mainly 
includes the following parts [52]:

• “dataset”, the name of dataset (table) in the database, and
• “schema”, the data structure information of dataset, which comprises the following five items:
• “typename”, dataset type name;
• “dimension”, field name;
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• “measurement”, apply SUM, COUNT, AVG, MAX and other aggregate function columns;
• “primaryKey”; and 
• “timeField”, time column, used for time slicing.

{
“dataset”:”EARTHQUAKEDATA”,
“schema”: {
“typeName”:”EARTHQUAKEDATA”,
“dimension”: [

   {“name”:”DEVID”,”isOptional”: false,”datatype”:”String”},
   {“name”:”OBSDATE”,”isOptional”: false,”datatype”:”Time”}
 ],
 “measurement”: [
   {“name”:”OBSVALUE”,”isOptional”: false,”datatype”:”Number”}
 ],
 “primaryKey”: [“DEVID”, “OBSDATE”],
 “timeField”:”OBSDATE”

}
}

Fig. 6. Registration dataset

Each row in dimension and measurement is a database field description, including name, and isOptional and 
datatype attributes. The name represents the field name; isOptional represents the column that can be empty in a 
traditional relational database or may be missed in semi-structured database; and datatype indicates the supported 
data type of the declared field: Boolean, Number, Point, Time, String, Text, Bag, Hierarchy.

5.2   Web Visualization Interface

According to the needs of seismic data visualization, the web front-end interface contains sampling interval drop-
down boxes (Second, Minute, Hour, Day, Month, Year), aggregate function drop-down boxes (AVG, MAX, MIN, 
COUNT, SUM), and device check boxes, Limit text box, Start Date and End Date parameters, as shown in Fig. 7. 

When the user clicks the Search button, the above content will be packaged as a query request in JSON format, 
as shown in Fig. 8, where

Fig. 7. Progressive visualization of earthquake big data

“dataset” indicates the dataset to be queried (EARTHQUAKEDATA, registered in the previous step).
“filter” is a query filter that is equivalent to the “where” condition in SQL. There are two conditions: one is the 

device ID selected by the user and assigned to the DEVID field as an array. The relationship is set to “matches”, 
similar to the “in operation” in SQL. The other condition is the OBSDATE field, the value of which is the start 
and end times selected by the user on the interface. The operation is in Range, similar to the “between ... and” op-
eration in SQL.

“group” means grouping. The field name of the group after “by” is the same as in SQL language. The 
OBSDATE field is grouped by day and renamed as dd. Aggregate indicates what aggregation operation is per-
formed on the grouped data. This case is set to average (AVG) the OBSVALUE field, and the column is renamed 
“v”.
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{
  “dataset”: “EARTHQUAKEDATA”,
  “filter”: [
    {
      “field”: “DEVID”,
      “relation”: “matches”,
      “values”: [“1”, 2”, “3”]
    },
    {
      “field”: “OBSDATE”,
      “relation”: “inRange”,
      “values”: [“2000-01-01T00:00:00.0Z”, “2190-02-17T00:00:00.0Z”]
    }
  ],
  “group”: {
    “by”: [
      {
        “field”: “OBSDATE”,
        “as”: “dd”,
        “apply”: {
          “name”: “interval”,
          “args”: {
            “unit”: “day”    
          }
        }
      }
    ],
    “aggregate”: [{
      “field”: “OBSVALUE”,
      “apply”: {
        “name”: “avg”
      },
      “as”: “v” 
    }]
  },
  “select”: {
    “order”: [“dd”],
    “limit”: 3000,
    “offset”: 0
  },
  “option”: {
  “sliceMillis”: 500
  }
}

Fig. 8. Cloudberry query request

“order”, under “select”, is used to indicate the sort field of the returned data. At this time, it is set as the group-
ing field “dd”, and the limit is set at the maximum number of records returned at a time. Here is the value in the 
limit text box on the interface.

“option” is used to indicate progressive visualization parameters. It has an “option” property, indicating that it 
accepts the slicing of results and that the expected updating rate is 500 milliseconds.

6   Experiments

To evaluate the performance of the PVSEBD, we designed a number of experiments. All the tests in this article 
were performed in Google Chrome 83.0.4103.106 (64-bit) on a computer equipped with a six-core 2.20GHz Intel 
Core i7-8750H CPU and a Nvidia GeForce GTX 1060 (6GB) graphics card.

Since the earthquake data are time series, 100 million earthquake simulation observation records are generated, 
and each record contains the instrument number DEVID, observation date DT, and observation value V. To test 
the practical application of different visualization schemes in seismic business, and to evaluate the relevant indi-
cators and ensure the fairness of the experiment, we stored the earthquake data in a MySQL database. The client 
sent a JSON request, and the server returned JSON format data. To compare and test the system response time, a 
non-progressive solution based on Flask was developed using Python language. All data in the database were read 
at one time and then visualized in the Chrome browser by ECharts. In addition, we also compared the PVSEBD 
performance with that of the relatively new progressive visualization scheme P5 [28], which supports time series 
data. It provides a declarative visualization generation method that uses GPU parallel processing to improve com-
puting speed, and through progressive visualization, users can quickly perceive intermediate results. In this exper-
iment, the batch size is set at 10 million.

Firstly, the system response time for visualizing 100 million pieces of earthquake observation data with sever-
al different visualization schemes was compared, as shown in Fig. 9. Among them, the non-progressive solution 
took the longest time, more than 500 seconds, whereas the P5 response time was the shortest (360 seconds), 
mainly because it made full use of GPU computing resources for visualization acceleration. The figure shows that 
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the system response time grows longer as the visualization processing data scale becomes larger. In a traditional 
non-progressive scheme, the user has to wait for the system to return all the data, which gives the impression that 
the system is in a state of suspended animation. Although the total system response time of the PVSEBD visu-
alization scheme was similar to that of non-progressive scheme, users quickly perceived the intermediate results 
and could stop visualization at any time due to its progressive visualization method.

Fig. 9. Visualization system response time (s)

Both P5 and PVSEBD adopt a progressive approach, but P5 requires users to set the batch size manually and 
keep it unchanged during system operation. To make the response time of each batch more stable, PVSEBD’s 
DRUM mechanism dynamically adjusted the query conditions based on evaluating each query’s response time, 
which meant that that the number of data records returned each time may have been be different, but the response 
time fluctuated little. To compare the effect of different batch sizes on system response time, the size of P5 and the 
maximum number of returned data records of PVSEBD were set to 3000, 6000, 10,000, and 30,000. The batch 
size in PVSEBD is adaptive and can be dynamically adjusted according to data size. Each batch was run 10 times, 
and the average value was taken as the average response time. The result is shown in Fig. 10.

The batch size seriously affected the response time of the P5 system. If it was set too high, the response time 
was very long. Although the PVSEBD response time also increased with the increase of data size, it remained 
within an acceptable user range by dynamically adjusting the batch size. According to the results, the first re-
sponse time of PVSEBD was nearly four times higher than that of P5, and with the increase in batch size, the re-
sponse time improved more and more significantly.

Fig. 10. Average time (s) for PVSEBD and P5 with different batch sizes

7   Discussions

In the era of big data, storage and computing resources are often concentrated on servers. If the server only trans-
mits the results of complex calculations based on a large amount of data to the front end, the data needed to trans-
mitted to the front end can be greatly reduced, the response time can be shortened, and the user experience can 
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be improved. However, P5 must wait for all the data to be transferred from the server before they can use GPU 
to accelerate visual computing, which is particularly time-consuming when the amount of data is huge. PVSEBD 
executes the computation tasks on server sides, only the computation results are transmitted progressively over 
the network, users can see the visualization result quickly. Therefore, compared with P5, PVSEBD is more suit-
able for big data environment.

In addition, in order to improve the user’s interaction experience, PVSEBD can dynamically adjust the amount 
of data transmitted each query according to the system response time, which can adapt to different networks and 
data sizes, especially in big data scenarios. However, P5 requires users to set the batch size manually.

Finally, the AVG conversion solution proposed in this paper based on Cloudberry is applicable to all the un-
equal interval progressive visualization schemes. A similar solution can be taken for other aggregate functions 
such as the Min and Max in the progressive visualization schemes.

8   Conclusions and Future Research

This paper introduces the implementation principle of cloudberry big data visualization, and puts forward the 
progressive visualization scheme of seismic big data PVSEBD for the first time. By using the fragmented loading 
strategy, the scheme reduced the amount of data transferred each time, shortened the time of each data transmis-
sion and improved the user interaction experience.

However, PVSEBD’s non-equal interval progressive division method may cause incorrect aggregation function 
results, this article proposed a translation rules by taking advantage of the accumulability of COUNT and SUM 
aggregation functions. This rule translated AVG aggregation functions into COUNT and SUM expressions, and 
then merged the results before sending them to the client. This not only ensured the correctness of the aggregate 
function results but also did not require changing the Cloudberry architecture.

Finally, the experimental results show that compared with the non-incremental scheme, the PVSEBD can see 
the results immediately without a long wait. Compared with the P5 progressive visualization scheme, PVSEBD’s 
response time for each batch was shorter, and with the increase of data size PVSEBD maintained a response time 
within an acceptable user range. Therefore, PVSEBD shortens the user’s response time, avoids long waiting time, 
and improves the user interaction experience.

The next step is to introduce GPU computing resources into PVSEBD to improve system performance.
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