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Abstract. Clustering is an important technique for data analysis and knowledge discovery. In the context of 
big data, the density-based clustering algorithm faces three challenging problems: unreasonable division of 
data gridding, poor parameter optimization ability and low efficiency of parallelization. In this study, a den-
sity-based clustering algorithm by using improve fruit fly optimization based on MapReduce (MR-DBIFOA) 
is proposed to tackle these three problems. Firstly, based on KD-Tree, a division strategy (KDG) is proposed 
to divide the cell of grid adaptively. Secondly, an improve fruit fly optimization algorithm (IFOA) which use 
the step strategy based on knowledge learn (KLSS) and the clustering criterion function (CFF) is designed. In 
addition, based on IFOA algorithm, the optimal parameters of local clustering are dynamically selected, which 
can improve the clustering effect of local clustering. Meanwhile, in order to improve the parallel efficiency, 
the density-based clustering algorithm using IFOA (MR-QRMEC) are proposed to parallel compute the local 
clusters of clustering algorithm. Finally, based on QR-Tree and MapReduce, a cluster merging algorithm (MR-
QRMEC) is proposed to get the result of clustering algorithm more quickly, which improve the core clusters 
merging efficiency of density-based clustering algorithm. The experimental results show that the MR-DBIFOA 
algorithm has better clustering results and performs better parallelization in big data.
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1. Introduction

The fast development of information technology leads to the generation of massive amounts of data from several 
emerging applications. For example, according to the September 2017 statistics, the customers of Wal-Mart pro-
vided approximately 2.5 petabytes of data per hour. These huge and unbounded data are referred to as big data. 
Big data has four special characteristics (i.e., volume, velocity, value, and variety) that bring many challenges in 
formulating data mining algorithms for extracting hidden knowledge. In order to discover knowledge from big 
data sets, data mining techniques are proposed [1], which involves various stages such as preprocessing of data 
and exploring interesting patterns in the data [2]. These data mining techniques are also known as Knowledge 
Discovery in Database. The common ways used in mining data includes clustering [3], regression, classification, 
and association rule mining algorithms, among which, density-based clustering algorithm [4] as a branch of clus-
tering is widely used in the geography, medicine, finance, and image analysis fields [5] because of its capability 
to discover clusters of arbitrary shapes in dense areas and handle noise or outliers effectively. Unfortunately, the 
huge volume of data generated in the traditional density-based clustering algorithms, can be too massive for a sin-
gle machine to handle in a reasonable amount of time. Moreover, the data itself that may be too large to be stored 
on a single computer.

For reducing the computational complexity, the engineers at Google created the MapReduce software frame-
work [6], a programming abstraction which automatically handles running failures, hides the underlying com-
plexity and makes it easier to develop program [7]. Because of the characteristics of the MapReduce framework 
mentioned above, many algorithms based on the MapReduce framework have been proposed. Li et al proposed a 
hierarchical-based DBSCAN algorithm [8] (named HDBSCAN) by improving the existing density-based cluster-
ing algorithm DBSCAN. However, the algorithm does not mention a specific data division method. 

Comparing the HDBSCAN, an efficient and distributed DBSCAN algorithm using MapReduce MR-DBSCAN 
is designed by He [9], which splits the data by dividing the grid to obtain clustering results, but the algorithm 
needs a lot of time to obtain the global clusters. For reducing the cost of obtaining global clusters, Wang et al [10] 
proposed an algorithm named IP-DBSCAN which adopts R*-tree index structure to improve the time efficiency 
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of clustering. Meanwhile, Cheng et al presented the DBSCAN-PSM algorithm [11] combined with the KD-
tree structure and the neighbor query method to reduce the number of access to the data set. Although the IP-
DBSCAN algorithm and the DBSCAN-PSM algorithm improve the efficiency, the algorithm is still sensitive 
to the selection of DBSCAN parameters. Therefore, how to improve the optimization ability of clustering pa-
rameters has become an urgent concern of the parallel density-based clustering algorithm [12].

Currently, the swarm intelligence optimization algorithm [13] is widely used in the parameter optimization 
problem of clustering algorithm, because it has the advantages of good global optimization effect [14] and easy 
realization [15]. Yu Qianqian [16] has discussed a Parallel density clustering algorithm to get the optimal initial 
clustering parameters by using particle swarm optimization algorithm. Hu et al. proposed a parallel DBSCAN 
[17] based on genetic algorithm, which uses genetic algorithm to calculate the optimal value of  neighborhood 
and .Wang Jun developed a parameter adaptive density clustering algorithm based on MapReduce [18] that 
combines the PSO method [19] to optimize the parameters of the DBSCAN algorithm in local clustering. Deng 
[20] proposed a parallel density clustering algorithm DPDPSO based on particle swarm optimization [21] and 
k-dist graph, which uses particle swarm optimization algorithm to obtain the best initial clustering center for 
partitioning, and uses k-dist graph to find local clustering parameters after partitioning. However, these algo-
rithms also have a limitation that it is easy to fall into local optimization in the process of parameter optimiza-
tion, so the parameter optimization ability of the algorithm needs to be further improved. To assist readers, the 
state of this study with their techniques, advantages, and limitations is listed in Table 1.

Table 1. Literature merits and demerits
Literature merits demerits

HDBSCAN Split data to execute DBSCAN algorithm in parallel Does not mention a specific data division method

MR-DBSCAN Splits the data by dividing the grid to obtain clustering re-
sults Needs a lot of time to obtain the global clusters

IP-DBSCAN Adopts R*-tree index structure to improve the time efficien-
cy of clustering Sensitive to the selection of DBSCAN parameters

DBSCAN-PSM Combined with the KD-tree structure and the neighbor query 
method to reduce the number of visits to the data set Very sensitive to the threshold of the grid side length

PSO-DBSCAN Combines the PSO method to optimize the parameters Easy to fall into local optimization in the process of 
parameter optimization

DPDPSO Uses particle swarm optimization and k-dist graph to obtain 
the best initial clustering center for partitioning

The parameter optimization ability of the algorithm is 
inefficient

In view of this, we present the design and implementation of the density-based clustering algorithm by us-
ing improve fruit fly optimization based on MapReduce (MR-DBIFOA). The contributions of this study are as 
follows:

•We propose a strategy named KDG (Divide Gird based on KD-tree) to divide the cell of the grid adaptive-
ly.

•We design a IFOA (Improve Fruit fly Optimization Algorithm) which uses the KLSS (Step Strategy based 
on Knowledge Learn) and CCF (Clustering Criterion Function) to adjust the optimal parameters in local clus-
tering dynamically. Meanwhile, in order to improve the parallel efficiency, the DBIFOA (Density-Based clus-
tering algorithm using IFOA) are proposed to parallel compute the local clusters of clustering algorithm.

•We present a MR-QRMC (Clusters Merging algorithm based on QR-Tree and MapReduce) to accelerate 
the convergence speed of parallel merged local clusters.

The remained of this paper is organized as follows: Section 2 presents background on KD-tree, fruit fly 
optimization algorithm, module similarity and QR-tree. Section 3 describes the specific design and the imple-
mentation of MR-DBIFOA. Section 4 shows the proposed MR-DBIFOA algorithm against that of the MR-
DBSCAN, the IP-DBSCAN, the DBSCAN-PSM, and the DPDPSO algorithms. Finally, section 5 concludes 
the paper. It can be analyzed from the experimental results that MR-DBIFOA has made certain improve-
ments in the clustering effect, optimization ability and robustness. With a larger number of data sets, the MR-
DBIFOA algorithm can complete the clustering process more efficiently, with the least time overhead and the 
best execution efficiency.

2 Preliminary

2.1 KD-tree
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KD-tree is defined as a binary tree of k-dimensional vectors at the node points, which is a data structure for 
separating k-dimensional data space. It uses cost estimation to determine the split plane position of the current 
node until a certain termination condition is reached and the node becomes a leaf node. The specific construc-
tion process of KD-tree is as follows:

Step1.Generate split plane candidates at some locations;
Step2.Evaluate cost function using SAH approximation at each location;
Step3.Pick the optimal candidate (with lowest cost) and perform split into two child nodes;
Step4.Pass over geometry to distribute it among children;
Step5.Repeat recursively;

2.2 Fruit Fly Optimization Algorithm

The Fruit Fly Optimization Algorithm (FOA) is a new interactive evolutionary method inspired by the knowl-
edge from foraging behavior of fruit flies. There are two main foraging processes: smell the food source by 
osphresis organ and fly towards the corresponding location; and use the sensitive vision to find food and fly 
towards a better direction. The procedure of the FOA is summarized as follows:

Step1. Initialize parameters, including maximum number of generations and population size;
Step2. Initialize the fruit fly group;
Step3. Use osphresis for foraging: generate several fruit flies randomly around the fruit fly group to con-

struct a population;
Step4. Evaluate the population to obtain the smell concentration values (fitness value) of each fruit fly;
Step5. Use vision for the foraging: find the best fruit fly with the maximum smell concentration value, and 

then let the fruit fly group fly towards the best one;
Step6. End the algorithm if the maximum number of generations is reached; otherwise, goback to Step 3.

2.3 Module Similarity

Given two independent modules  and , their module similarity can be calculated by the degree of interaction 
between nodes  and  belong to the two modules, which defined as follows:

                                                                                            .                                           (1)                                      
                                                     
Subject to                      
                                                                                                                                   
                                                                                                                                   
                                                                                                                 .                 (2)             

2.4 QR-tree

QR-tree is a data structure composed of a Quad-tree Qt with depth d and n R-trees, which defined as follows:

                                                                                            .                                           (3)                                     
                                                                                       
Where d is the depth of the Quad-tree Qt and k is the number of spatial dimensions.

3 MR-DBIFOA Algorithm

In this section, we provide a detailed introduction to the MR-DBIFOA algorithm. Our algorithm has three 
steps: data partitioning, local cluster formation and global merging. Initially, on the basis of KD trees and 
greedy algorithms, we propose the KDG (divide gird based on KD-tree) strategy for adapting to partition grid 
cells. Secondly, the IFOA algorithm based on KLSS strategy and cluster determination function CCF is pro-
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posed to dynamically adjust the optimal parameters in local clustering; meanwhile, a DBIFOA algorithm is 
developed in combination with MapReduce model to accelerate the formation of local clusters. Finally, a QR-
Tree based local cluster merging algorithm QRMEC, is presented to accelerate the convergence of merging lo-
cal clusters, and combined with MapReduce, the MR-QRMEC algorithm is developed to achieve parallelized 
merging of local clusters and improve the parallel efficiency of the algorithm.

3.1 Partitioning Data

In the current parallel density clustering algorithm in the big data environment, there are two problems when 
dividing the data grid: 1) The selection of grid threshold is sensitive, and the selection of the threshold for data 
grid partitioning is critical to the clustering results; 2) The data grid density is uneven, and the existing parti-
tioning strategy is not adequately adapted to the data distribution of big data. To address the above deficiencies, 
this paper proposed the KDG (divide gird based on KD tree and greedy algorithm) strategy to automatically 
partition the data. The description of the KDG strategy is as follows:

Step 1. Construct a KD tree structure to index the entire data space. For the data space, the root node points 
to the whole data space and stores the number of all data N. Each leaf node records each grid cell after parti-
tion and the number of points in the grid cell n.

Step 2. Select the partition dimension d and the partition node p of the KD-tree. In order to reasonably di-
vide the data space of the KD-Tree index according to the degree of dispersion in the spatial data, we propose 
the KD-Tree partition function fKD to calculate the partition dimension d and the partition node p of the KD 
tree, which definition is as follows:

Definition 1 (KD-Tree partition function fKD) Denote the mean variance and mean of the data under  i-th di-
mension in the spatial data as Si and µ respectively. The number of data points under the division dimension d 
in the KD tree is num. The KD-Tree partition function fKD is defined as follows:

                                                                                                    .                              (4)  

Proof. (1) Known that                                     , when the distribution of data in dimension d tends to be 
centralized, Si tends to 0, so si/µ tends to 0. Therefore, the smaller the value of si/ µ, the more centralized the 
data distribution; the higher the value of si/µvalues, the more discrete the data distribution. (2) Denote the 
mean variance of d1 and d2 as S1 and S2, the mean of d1 and d2 as µ1 and µ2. When S1 is equal to S2, µ1 tends to 
0 and µ2 tends to infinity, we have that S1 tends to                      and S2 tends to                     .  When the data 
ni changes, it is obvious that ∆S1>>∆S2. Therefore, the larger the value of µ, the smaller the value of si/µ the 
disturbance of the data has little impact on the data, and the data distribution tends to be more stable; the larger 
the value of si/µ, the more unstable the data distribution. In summary, the size of si/µ can be used to measure 
the distribution of data in a certain dimension in space and the degree of change when disturbed. Therefore, 
the KD tree partition function fKD can reasonably divide the data space of the KD-Tree index according to the 
degree of dispersion in the spatial data and is a criterion function for judging the degree of data dispersion.

• Divide the current data space using the KD tree from top to bottom. Specifically, if the data is smaller 
than the segmentation node p in the current segmentation dimension d, add the data to the left sub-tree 
grid set of the KD tree; otherwise, join the right sub-tree grid set of the KD tree.

• The condition of dividing the grid. If the number of data points n in the current grid is not greater than 
the maximum threshold maxN which is equal to the ratio of the number of all points n in the data space 
to the number of Map nodes, stop dividing the grid; otherwise, go back to the previous step.

• Reorganization of data grid partition. Combined with the greedy algorithm, the entire data grid partition 
is reorganized, and finally the data grid partitions with similar sample points are obtained, which would 
be used as the number of Map nodes.

3.2 Forming Local Clusters

In this stage, we briefly describe the main idea and steps of IFOA, which is presented to dynamically select 
the optimal parameters of local clustering to improve the clustering effect of local clustering. The objective of 
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local cluster formation is to realize parallel computing of local clusters. The process proposes the IFOA algo-
rithm based on KLSS and CCF strategy to improve the ability of optimizing parameters in density clustering. 
Then, combined with the MapReduce, the DBIFOA algorithm is presented to compute the local clusters paral-
lelly.

3.2.1 KLSS Strategy and CCF Function

To solve the poor parameter optimization ability and easy to fall into local optimality problems of the parallel 
density clustering algorithm in the big data environment, we design the KLSS strategy and CCF function, and 
based on them, the IFOA algorithm is proposed to find the optimal parameters.

Definition 2 (the step strategy KLSS) Given that fruit fly individual i has a variation scale pi and the initial 
coordinate position of the fruit fly individual is xij, the step strategy KLSS is as follows:

new_xij = xij + (pi + rand ( )) × rij  .                         (5)         
 
                                   
                                        pi = f (xi - fmax)/       ( f(xi)- fmax) .                                (6)

Where rand () is a random number with normal distribution, rij is a random number on [0,1], f (xi - fmax) is 
the degree of deviation between the individual fruit fly and the optimal fruit fly position,         f (xi - fmax) is the 
total deviation distance of all fruit flies.

Proof. Given f (xi- fmax) is the degree of deviation of the individual fruit fly i from the optimal fruit fly posi-
tion,       f (xi- fmax) is the total deviation distance of all fruit flies. When the fruit fly i from the optimal fruit fly 
position is greater, the sum of the other fruit flies is smaller, the pi will increase at this time. Then, the degree of 
perturbation of the position of fruit fly i by formula (6) also increases, so the fruit i flycan improve the search 
ability and avoid falling into the local optimal solution.

Then, in order to further optimize the optimization process of the algorithm, the clustering decision function 
CCF is proposed, which can be introduced as follows:

Definition 3 (clustering decision function CCF ) Given the number of clusters is c, the information entropy 
of cluster i is H(i), the probability of the existence of cluster i is Pi = ni/n, the number of nodes in cluster i is ni, 
and the total number of nodes is n, the CCF is defined as follows:

                                                                                                                    .               (7)

                                                                                                                    .               (8)
        

Where Sim (Ii, Ij) is the similarity between classes, WIE is the weighted information entropy.

Proof. (1) Known lb(Pi) is a monotonically increasing function, we can conclude Pi × lb(Pi) is a mono-
tonically increasing function, so WIE is a monotonically decreasing function. And known Pi = ni/ n, when the 
number of nodes belonging to cluster i increases, Pi increases and WIE decreases. Therefore, the higher the sta-
bility of the cluster, the smaller the weighted information entropy. (2) According to formula (1) we can deduce 
that: when the similarity of the nodes x and y between two independent modules Ii and Ij is smaller, c(x,y) will 
decrease. Therefore, when the similarity between two modules Ii and Ij is lower, the 
is smaller. In conclusion, the function CCF is a cluster fitness function that can determine the effect of density 
clustering.

3.2.2 IFOA Algorithm
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Based on KLSS strategy and CCF function, we introduce the IFOA algorithm which is used to find the optimal 
parameters of clustering in different data partitions. The specific steps are as follows:

• Setting parameters. Set the value range of the parameters ɛ and Minpts, and initialize k fruit flies 
within the solution range. The value of parameter ɛ or Minpts represents the position of each fruit fly. 
The individual odor concentration value of each fruit fly at the current position is used as the fitness 
function value of the clustering result in the density clustering algorithm.

• Searching food. Calculate the odor concentration value according to the position of fruit fly and fitness 
function. Save the odor concentration value and the coordinate of the fruit fly with the best odor con-
centration. Then, other fruit flies began to update the current location to find food, and recalculate the 
odor concentration value by adopting the KLSS strategy. If the new solution is better than the old one, 
update the position from the best fruit fly; otherwise, if the number of solutions is reached the maxi-
mum number of iterations, the algorithm stops.

• Returning parameters. Return the location of the fruit fly with the best odor concentration as the opti-
mal parameter of the density clustering algorithm in the data partition.

The density clustering algorithm and IFOA algorithm are implemented as follows (Table 2):

Table 2. The relation between IFOA and density-based clustering algorithm

IFOA clustering

The position of the fruit fly moves Locally find the optimal value of  ɛ and Minpts

The location of the fruit fly x = ɛ, Minpts

Objective function                        CCF

Smell concentration of fruit fly Evaluation value of clustering result

The location of the optimal smell concentration of fruit flies Density clustering optimal clustering result

3.2.3 Local Clustering

After finding the optimal clustering parameters, the DBIFOA algorithm is proposed to implement the parallel 
computation of local clusters and thus complete the entire local clustering process. The algorithm includes two 
sub-algorithms, namely the parameter parallel optimization and the local cluster parallel computing.

In the parameter parallel optimization sub-algorithm, first, the data partition object G and the point set pi in 
the partition are used as input; Secondly, call the map function in each node, calculate the clustering parame-
ters ɛ and Minpts of the point set in each partition according to the fruit fly optimization algorithm, and output 
the values of key-value: <g, ɛ>  and <g, minpts>. Then use the reduce function to merge the key-value values, 
and finally output <g, (ɛ,minpts) >   to the next sub-algorithm. As shown in Fig. 1 (a).

In the local cluster parallel computing sub-algorithm, the execution process is as follows:
Step 1. take the data partition object G, the point set pi in the partition, and the key-value value <g, (ɛ, 

minpts) >  calculated by the previous sub-algorithm as input.
Step 2. Call the map function to calculate the point set N(pi) of the point pi in the ɛ neighborhood, and out-

put the key-value value <pi, N(pi)> .
Step 3. Execute the reduce function and calculate whether the current data object pi is the core object ac-

cording to the density clustering algorithm.
Step 4. If pi ≥ minpts, then the current gird object pi is the core gird, and the key-value value <pi, N(pi)> is 

output; If pi < minpts, no result is output. After the execution, the local cluster of the clustering algorithm is 
finally formed. As shown in Fig. 1(b).
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Fig. 1. The process of DBIFOA algorithm

3.3 Merging Local Clusters

In the previous stage, the IFOA strategy was used to realize the parallel calculation of local clusters to com-
plete the entire local clustering process. At this stage, for improving the efficiency of merging local clusters, 
we propose the MR-QRMC algorithm which is divided into two steps: firstly, a local cluster merging algo-
rithm QRMC is designed to improve the local cluster merging efficiency; secondly, the MR-QRMC algorithm 
is presented based on MapReduce, which improves the parallel efficiency of the entire clustering process. 

3.3.1 QEMC Algorithm

The QEMC algorithm uses the unchecked, uncore, core, and outlier to mark the changes in the data state. The 
initial state of all data points is unchecked, and the input table R composed of local cluster objects, each of 
which consists of the core object pi and N(pi) the point setin theneighborhood. Then, the specific process of the 
QEMC algorithm can be described as follows:

• Obtain the <pi, N(pi)> value of the core objectin sequence, and construct the QR-Tree to each local 
cluster to speed up the indexing of the data. Then, change the state of the core object p from unchecked 
to core.

• Check the state of the data object N(p) in the neighborhood of the core object p in turn:
(1) If the state of a data object pi in N(p) is unchecked, it is added to the local cluster with p as the core, and 

the state of pi is changed to uncore.
(2) If the state of a data object pi in N(p) is uncore, which means the current data object pi has been allocat-

ed to other clusters, so the state of the data object pi unchanged.
(3) If the state of a data object pi in N(p) is core, the local cluster with pi as the core will be merged into the 

local cluster of p.
Finally, the clustering global cluster is formed, and the state of the data object which still is unchecked will 

be changed to outlier.

3.3.2 MR-QEMC Algorithm

In order to solve the problem that the current parallel density clustering algorithm does not adopt paralleliza-
tion when merging local clusters, and further improve the efficiency of obtaining global clusters. Based on the 
QEMC algorithm, the MR-QEMC algorithm is proposed which takes the data object set, the data setand the 
tablethat composed of the local clusters output by the DBIFOA algorithm as input. The specific process of the 
MR-QEMC algorithm can be described as follows:

• According to the number P of parallel nodes in the MapReduce frame, the data set P and table R will 
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be divided into P1, P2, ..., PK and R1, R2, ..., RK.
• Run the map function in each node to obtain the key-value value of the core object <pi, N(pi)> in turn, 

and index in P1, P2, ..., PK  according to the key value P to get the corresponding k value. Then, add the 
core gird object to the corresponding Rk, and output the key-value value <Mi, (pi, N(pi))> and pass it to 
the Reduce function.

• Execute the Reduce function, distributed operation of QMEC algorithm for each Mi , repeat the loop 
and finally obtain the clustering result.

The MR-QMEC algorithm is implemented as follows:

Algorithm 1. MR-QMEC algorithm

Input: Data object setafter data partition, tablecomposed of local clusters, data set
Output: Clustering global clusters
Function MECORE-MR(P,R,D)
Begin
1.  k=Count(Machine);
2. P1, P2, ..., Pk=Partial(P,k);
2. Result =RunMapReduce(P,R,D,P1,P2,...,Pk) {
3.   For each < pi, N(pi)>      R Do {
4.     MapReduce.Map(P, P1, P2, ..., Pk,){
5.     i = Partial_Id(P, P1, P2, ..., Pk);
6.      R1, R2, ..., Rk =Partial(R,i);
7.     Mi =Ri;
8.      emit(<Mi, (pi, N(pi))>);

9.     }end map
10.   }end for
11.   For each  Mi     < Mi, (pi, N(pi))> do {
12.     MapReduce.Reduce(Pi,(pi, N(pi))){
13.      Mi = MECORE(Pi,(pi, N(pi)));
14.     }end reduce
15.     Mi = MECORE(Mi,Mi+1);
16.   }end for
17.    Result =Point(M,<p, pi>);
18.   Return(Result);
19. }end RunMapReduce
End
3.4 MR-DBIFOA Algorithm

The MR-DBIFOA algorithm uses the KDG strategy to automatically divide the data into data grid partitions 
with relatively consistent density, while ensuring that the number of data partitions is the same as the number 
of nodes in the map phase. Reasonable data division also helps the algorithm to balance the load of each com-
puting node. The algorithm reduces the degree of fluctuation in the process of clustering. At the same time, by 
using the DBIFOA algorithm, the density clustering parameters can be dynamically optimized in the process of 
local clustering, and the search strategy KLSS and the clustering criterion function are adopted to avoid falling 
into the local optimization, thus further improving the clustering effect. 

But when the amount of data is small, the data scale is much smaller than the data scale required by the 
cluster, and when the data is distributed to the computing nodes, the MapReduce architecture starts the cluster. 
It takes a certain amount of time to allocate tasks and store data. In the case of a small amount of data, it does 
not obviously contribute to the calculation speed of the algorithm, but it increases the calculation time of the 
algorithm, so the algorithm has almost no parallel performance at this time. The MR-DBIFOA algorithm is 
implemented as follows:
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Algorithm 2. MR-DBIFOA algorithm
Input: Point set D of data space, dimension d of data space
Output: Global cluster Result
Initialization parameters：Number of Map nodes, maximum number of iterations, 
individual fruit fly k
Begin
1. For each pi      D  Do {
2.   Call the KDG strategy to divide the data and get the grid data partition set G with the 
same number of Map nodes
3. }end for
4. For each gi       G and pi     D Do {
5.   Execute local cluster algorithm DBIFOA, output key-value value <pi, N(pi)>
6.   The key-value value <pi, N(pi)>sequence forms a local cluster table 
7.  Return(R)
8. }end for
9. Call the parallelized merge local cluster algorithm MR-QRMEC (P,R,D) to get the clus-
tered global cluster 
10. Return(Result)

End

4. Evaluation

In this section, we describe various actual experiments and the performance evaluation of MR-DBIFOA.

4.1 Experiment Settings
We perform the experiments in a Hadoop 3.2 cluster of four nodes (1 Master node, 3 Slaver nodes), where 
each node contains an Intel(R)Core(TM)i5-9400H CPU @ 2.9GHz processor, 32G memory. All the experi-
ments are implemented in python 3.5.2 and Ubuntu 16.04. The Specific configuration of each node is shown in 
Table 3.

Table 3. The foundation configuration of each node in the experimental environment
Node type Host name IP Role

Master Master 192.168.1.109 Master/JobTracker/NameNode
Slaver Slaver_1 192.168.1.110 Slaver/TaskTracker/DateNode
Slaver Slaver_2 192.168.1.111 Slaver/TaskTracker/DateNode
Slaver Slaver_3 192.168.1.112 Slaver/TaskTracker/DateNode

4.2 Experimental Data Set

Data sets on our experiments are from three real data sources:
• Iris is the most famous data set with 150 pieces of data in the area of pattern literature recognition.
• Impeel is a data set with 141712 pieces of data collected from the audit system of ServiceNowTM plat-

form instances used by Internet company.
• Susy records the use of particle accelerators particles which consists of 5000000 records and each re-

cord includes 190 items.
The specific information of the data set is shown in Table 4:

Table 4. Data sets used in the experiments

Iris Impeel Susy
Number of records 150 141712 5000000
Number of items 4 5 190

Data size 0.86 163 321
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4.3 Evaluating Indicator

In order to evaluate the MR-DBIFOA algorithm, this paper uses the value of F-Measure, which is composed of 
the precision and recall, to evaluate the clustering results. The higher the value of F-Measure, meaning that the 
better the clustering result and the more reasonable the clustering algorithm. The F-Measure can be defined as 
follows:

                  

                                                                                             .                                     (9)
                   

Where the value of the parameter λ is 1 as usual.

4.4 Performance of IFOA

In this stage, experiments were carried out to compare the accuracy and optimization ability between the IFOA 
algorithm and the standard FOA algorithm under four classical test functions. The test functions is shown in 
Table 5:

Table 5. The test functions

Meanwhile, we set,during the experiments processing. Then, the FOA and IFOA algorithms will execute 
60 times on the four functions independently, taking the average and variance of each function to evaluate the 

performance of the algorithms, the results is shown in Table 6:

Table 6. The validity analysis of algorithm

It can be seen from Table 6 that compared to the FOA algorithm, the average and variance of the IFOA 
algorithm running on the function are reduced by 1.868 and 0.665 respectively, indicating that the IFOA al-
gorithm is obviously better than the FOA algorithm in convergence accuracy and stability. Because the IFOA 
algorithm adopts the KLSS strategy to mutate individual fruit fly with a certain probability and dynamically 
adjust the search space and the search step, which reduces the number if useless searches and strengthens the 
local search capabilities. Especially in the Rastrigin function, the accuracy of the IFOA algorithm is close to 
the theoretical optimal value of 0 which is sufficient to prove that IFOA has a strong ability to jump out of lo-
cal extreme values and a good global search ability. Therefore, the experiment shows that the IFOA algorithm 
performs better than FOA algorithm in global optimization capability and stability.
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4.5 Comparison of Clustering Results

In order to evaluate the clustering effect and performance of MR-DBIFOA, this paper uses Flame, Compound, 
Aggregation and D31 data to make a comprehensive comparison with MR-DBSCAN and PSO-DBSCAN al-
gorithm, runs 50 times to get the clustering results, and takes the optimal value, accurate value, variance and 
time cost of the algorithm as the evaluation criteria. The Flame dataset has 240 data points, and its density 
cluster is composed of a concave dataset and a convex dataset; Compound is a dataset composed of 399 data 
points; Aggregation forms 7 different morphological non-Gaussian distribution density clusters; The D31data 
set contains 31 Gaussian data clusters. The optimization ability of the clustering algorithm can be evaluated by 
the optimal value, and the better the optimization ability of the algorithm to the local cluster is, the smaller the 
value is; the clustering effect can be evaluated directly by the accuracy; the stability of the algorithm can be 
evaluated by the variance. the better the stability of the algorithm, the smaller the value, and the time required 
to implement the clustering algorithm can be evaluated by time cost. The experimental results are shown in 
Table 7.

Table 7. Comparison of results in different clustering algorithms
Data set Algorithm Optimal value Accuracy/% Variance Running time/s

MR-DBSCAN 2.385E+7 88.2 1.793E-7 3.56
Flame PSO-DBSCAN 1.945E+7 93.8 3.856E-9 4.68

MR-DBIFOA 1.779E+7 96.7 4.478E-10 2.59
MR-DBSCAN 6.685E+5 94.6 2.378E-7 5.73

Compound PSO-DBSCAN 6.221E+5 96.1 1.198E-7 6.71
MR-DBIFOA 6.083E+5 98.4 1.271E-8 5.75
MR-DBSCAN 4.548E+6 92.8 2.954E-7 6.12

Aggregation PSO-DBSCAN 3.759E+5 95.7 1.728E-8 6.47
MR-DBIFOA 1.156E+5 98.5 0.834E-9 5.01
MR-DBSCAN 3.548E+6 92.4 2.954E-7 6.34

D31 PSO-DBSCAN 2.359E+5 94.9 3.453E-8 6.98
MR-DBIFOA 1.178E+6 96.8 2.651E-9 5.09

The data in Table 7 show that MR-DBSCAN algorithm performs worst in terms of clustering effect because 
its optimal value is the largest and its accuracy value is the lowest. Compared with the MR-DBSCAN algo-
rithm, the accuracy of the PSO-DBSCAN algorithm is improved by 5.6% and 1.5% respectively in the Flame 
and Compound datasets. Because the PSO-DBSCAN algorithm uses the particle swarm optimization algo-
rithm (PSO) to optimize the density clustering parameters in the process of local clustering, which solves the 
sensitive problem of selecting MR-DBSCAN parameters, so the clustering effect of PSO-DBSCAN has been 
improved to a certain extent. However, when dividing the data, it is not divided according to the distribution of 
the data under big data, so the stability of the PSO-DBSCAN algorithm is poor. 

Compared with the above two algorithms, MR-DBIFOA algorithm has the lowest variance, indicating that 
it overcomes the shortcomings of the other two algorithms and performs better in terms of stability. In addi-
tion, in Flame data, compared with MR-DBSCAN and PSO-DBSCAN algorithm, the time overhead of MR-
DBIFOA algorithm is reduced by 0.97s and 2.09s respectively. Because MR-DBIFOA algorithm uses local 
cluster parallel merging algorithm MR-QRMEC, to further improve the index speed and local cluster merging 
speed of local clusters on the basis of QR tree structure, the speed of MR-DBIFOA algorithm in clustering ex-
ecution has been significantly improved.

4.6 Comparison of Running Time

The purpose of the experiment is to compare the time efficiency among MR-DBIFOA algorithm, MR-
DBSCAN algorithm, IP-DBSCAN algorithm, DBSCAN-PSM algorithm and DPDPSO algorithm under same 
computing nodes and dataset. The running time of algorithms are shown in Fig. 2.
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Figure 2. The running time of the algorithm in different data sets

It can be seen from Fig. 2 that when the size of the data set is 30M, DBSCAN-PSM and MR-DBSCAN 
spend less time in the clustering process than IP-DBSCAN, DPDPSO and MR-DBIFOA algorithms. Because 
in small amount of data, the DPDPSO algorithm uses the particle swarm algorithm and k-dist graph to opti-
mize the parameters, which increases the time cost of the algorithm; Similarly, the MR-DBIFOA algorithm 
adopts KDG and DBIFOA to adaptively segment the data space and optimization of density clustering param-
eters, increasing the time cost of the algorithm.

However, when the data size increases to 100M and 150M, compared with other algorithms, the running 
time of MR-DBIFOA algorithm is least. Because the MR-DBIFOA algorithm proposes a parallel local cluster 
merging algorithm, which uses QR-Tree index data to improve the indexing speed of the data, and the IFOA 
algorithm reduces the number of redundant iterations when optimizing the parameters.

In general, the MR-DBIFOA algorithm can complete the clustering more efficiently under the large data 
sets.

4.7 Comparison of Speed-up Ratio

We perform experiments based on the Iris, Impeel, Susy dataset to compare the MR-DBIFOA algorithm with 
the IP-DBSCAN, MR-DBSCAN and DPDPSO. The speed-up ratios are shown in the Fig. 3.

(a) Speed-up ratios of each algorithm on dataset Iris



113

Journal of Computers Vol. 33 No. 1, February 2022

(b) Speed-up ratios of each algorithm on dataset Impeel    (c) Speed-up ratios of each algorithm on dataset Susy
Figure 3. Speed-up ratios for each algorithm on three datasets 

From Fig. 3, it can be seen that the speed-up ratio of each algorithm follows an increasing trend with the 
number of nodes. When the dataset is small, such as (a), the speed-up ratio of each algorithm gradually tends 
to be stable and no longer grows with the increase of the number of nodes. This is due to the data scale is far 
from the data scale required by the cluster and the algorithm spend most of the time for the start-up, data dis-
tribution, task distribution, etc. of the parallel framework. However, as the amount of data increases, we can 
see that the speed-up ratio of MR-DBIFOA algorithm has been improved, for instance, in the Susy dataset, it 
is higher than the IP-DBSCAN, MR-DBSCAN and DPDPSO algorithms by 0.6, 2.1 and 1.85 when at four 
nodes. This is because with the increase of data, the ability of the algorithm to shorten the running time far 
exceeds the cluster overhead of the MapReduce framework, so the speed-up ratio and the parallel efficiency of 
the algorithm has been increased. Therefore, the MR-DBIFOA algorithm has the ability to deal with big data, 
and has better parallel performance and efficiency in the case of a large number of nodes.

5. Conclusions

In this paper, we propose the design and implementation of MR-DBIFOA, a density-based clustering algo-
rithm by using improve fruit fly optimization based on MapReduce. The algorithm first proposes the KDG 
strategy to adaptively divide the data; Secondly, an improve fruit fly optimization algorithm IFOA based on 
the KLSS strategy and the CCF function is proposed to dynamically seek the optimal parameters in local clus-
tering; Then, combined with the MapReduce model, a local clustering algorithm DBIFOA is presented to com-
pute the local clusters in parallel; Finally, we design a MR-QMEC algorithm based on QR-Tree, which can re-
alize the parallel merge of local clusters and improve the overall parallel efficiency of the algorithm. We prove 
our algorithm by both theoretical analysis and practical experiments. Experiments are conducted on four data 
sets, which contain up to 46 data clusters. Compared with MR-DBSCAN algorithm, IP-DBSCAN algorithm, 
DBSCAN-PSM algorithm and DPDPSO algorithm, we can directly conclude that our algorithm has obvious 
advantages in clustering results, speed-up ratio and running time.

However, there are also some spaces for improving the MR-DBIFOA algorithm performance, like consid-
ering a strategy to solve the problem of fruit fly optimization algorithm parameters initialization. Moreover, 
further studies, could be done by using other methods to improve the parallel performance of the algorithm.
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