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Abstract. The information integrity is needed to solving socio-economic statistical problems. However, the 
information integrity is destroyed by missing data which is caused by various subjective and objective rea-
sons. So the missing data interpolation is used to supplement missing data. In this paper, missing data inter-
polation with variational Bayesian inference is proposed. This method is combined with Gaussian model to 
approximate the posterior distribution to obtain complete data. The experiments include two datasets (artificial 
dataset and actual dataset) based on three missing ratios separately. The missing data interpolation perfor-
mance of variational Bayesian method is compared with that which is obtained by mean interpolation and 
K-nearest neighbor interpolation methods separately in MSE (Mean Square Error) and MAPE (Mean Absolute 
Percentage Error). The experimental results show that the proposed variational Bayesian method is better in 
MSE and MAPE.  
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1 Introduction

The quantitative features and relationships in socio-economic data are mainly studied in socio-economic statis-
tics. Socio-economic data come from national statistics offices and relevant industrial organizations [1]. The ac-
curate, timely and systematic statistical analysis can be offered by the reliable and integrated socio-economic data 
for policy-making and multi-disciplinary study. However, the inaccurate statistical analysis always appears due to 
the missing data which leads to incorrect decisions and even huge economic losses [2, 3]. Data missing is caused 
due to the following reasons, such as insufficient survey, data collection equipment failure [4], the subjective in-
terviewee’s will, the investigator’s errors, the history reasons, undisclosed sources and so on. 

In order to solving data missing problems, deleting missing data directly is the easiest way [5] which is widely 
used before. However, statistical errors and nonintegrated information are caused. Therefore, in order to ensure 
the data completeness, interpolation strategy which replaces the missing data with the approximate data is pro-
posed. The aim of interpolation is to obtain approximate data infinitely close to the true value [6].  

Interpolation methods are mainly divided into single and multiple. The single interpolation method mainly 
includes mean interpolation [7], regression interpolation [8], K-means interpolation [9]and Calorie interpolation 
[10], etc. The single interpolation method is simple and widely used in various fields in recent years. However, 
the uncertainty of sample distribution is easily ignored in single interpolation. There are also serious deficiencies 
in complex single data missing problems [11]. Therefore, the overall performance of single interpolation method 
is not good enough.

The multiple interpolation [12] method usually refers to the construction of multiple complete datasets based 
on the same group of missing datasets. And then, the optimized interpolation set is obtained based on multiple 
complete datasets. The candidate data can be got through each interpolation by the multiple interpolation method. 
The uncertain of single interpolation is complemented effectively by the multiple interpolation method. The main 
multiple interpolation method is shown as following, regression predictive interpolation [13], preference-based 
scoring [14] and Markov chain Monte Carlo (MCMC) method [15, 16], etc. The regression predictive interpola-
tion method and the preference-based scoring method are mainly suitable for nonrandom missing pattern while 
the Markov chain Monte Carlo [17] method is suitable for random missing pattern. The more accurate interpo-
lation results can be obtained by introducing prior information in Markov chain Monte Carlo method. However, 
this method is complex. 
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KNN (K-nearest neighbor) and random forest methods are more popular in missing data interpolation problem. 
The KNN interpolation method performance [18] is obviously better than the traditional method (such as mean, 
median and mode interpolation). However, high-dimensional data in KNN can be severely degraded because of 
little difference between the nearest and farthest neighbors. The error can be reduced by random forest interpola-
tion method [19] which is combined with multiple decision trees. However, the random forest interpolation model 
is easy to over-fit. 

In order to solve missing data interpolation problem, the variational Bayesian method is proposed in this paper. 
The Variational Bayesian is an approximate inference method which combines traditional Bayesian method with 
machine learning. Not only the original advantages are retained, but also the computing efficiency is improved in 
the variational Bayesian [20, 21].

This paper is organized as follows. Bayesian correlation theory is introduced in Section 2. The framework of 
variational Bayesian method is described in Section 3. The experiments are shown in Section 4. Finally, the con-
clusions are drawn in Section 5.

2 Problem Statement 

2.1 Problem Statement

In this paper, X = (x1, ..., xN) denotes the complete data and N is the number of complete data. X̂ denotes the value 

of data after interpolation. The data X is generated from prior probability ( )XP , and a part of data cannot be ob-

served. X can be partitioned as the observed data obsX and the missing data misX . The relation between X , obsX  

and misX  is as follows.

 .                 (1)

where, ( )
L1

xxX obsobsobs ,...,=  and L  is the number of the observed data.  

and K  is the number of the missing data.

In some cases, the missing data misX  can’t be direct deleted because it holds important information. 

To solve the missing data interpolation problem, the missing data misX  is estimated and interpolated according to 
the observed data and prior information in Bayesian method. 

2.2 Basic Bayesian Method

The partial interpolation problem of missing data can be solved by Bayesian method, in which the complete data 
set can be obtained by the deduce posterior distribution with observed data.  At present, Metropolis–Hastings and 
Gibbs sampling method, both of which belong to Markov chain Monte Carlo, are both need to be updated itera-
tively until they are optimal.

2.2.1 Metropolis–Hastings Method

The Metropolis-Hastings method [22] is an early and relatively general MCMC method. a target distribution π(x) 
should be sampled, while it is difficult to sample directly. Therefore, an appropriate conditional distribution func-
tion is selected to sample π(x). The basic steps are as follows: 

The transfer function is defined as ( )( )1iXX −,q  and the initial value is defined as ( )0X . The beginning of the 

i  iteration is defined as ( )1iX − , then the subsequent iteration process is expressed as follows:

The sample point 'X  is selected in ( )( )1, −iXXq ;
Sample from uniform distribution u ~ U [0,1] ;
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The acceptance probability is calculated as:
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 .                                            (2)

If ( )( )'u XX 1i ,−< α , then ( ) 'XX i =  , if  ( )( )'u XX 1i ,−≥ α , then ( ) ( )1ii XX −= ;

Repeat steps above N times, until the posterior sample ( ) ( ) ( )N21 XXX ,,,   is obtained.
Based on the posterior samples, the posterior distribution moments can be calculated. Finally, the correspond-

ing statistical inference can be obtained.

2.2.2 Gibbs Sampling Method

Gibbs Sampling can be regarded as one of the special cases of Metropolis–Hastings method, which is a statistical 
simulation method used in Bayesian statistics. The Gibbs sampling method [23] is used to approximate sample 
sequence from a multivariable probability distribution. The joint distribution and marginal distribution can be 
approximated by the Gibbs sampling method. And the multivariate distribution of Gibbs sampling method can 
be obtained by the low-dimensional sampling distribution. Therefore, it is more suitable for higher dimensional 
problems (two dimensions or more). The basic idea is as follows:

select an arbitrary initial vector  ( ) ( ) ( )( )0
k

0
1

0 XXX ,,= ;

extracting sample ( )1
1X  from ( ) ( )( )0

k
0

11 XXX ,,|π ; 

extracting sample ( )1
2X  from ( ) ( )( )0

k
1

12 XXX ,,|π ;

extracting sample ( )1
jX  from  ( ) ( ) ( ) ( )( )0

k
0
j-1

1
j-1

1
1j XXXXX ,,,,, |π ;

           
extracting sample ( )1

kX  from ( ) ( )( )1
k-1

1
1k XXX ,,|π ;

Based on above steps, the complete ( )1X  is obtained from ( )0X . After n  times iteration, the posterior sam-

ples ( ) ( ) ( )N21 XXX ,,，  is obtained. Based on the posterior samples, the posterior distribution moments can 
be calculated. Finally, the corresponding statistical inference can be obtained.

2.2.3 Variational Bayesian Method

The complex posterior probability of the statistical models in Bayesian need to calculated. To simplify the calcu-
lation, an arbitrary distribution ( )Xq  is used to approximates the posterior probability distribution, where X  is 
missing data and observed data. Therefore, the complex posterior probability distribution is replaced by the ap-
proximate distribution ( )Xq  problem. 

Traditional Bayesian formula is defined as 

( ) ( )
( )obs

obs
obs |

,
XXP

XXP
XP =  .                                                               (3)

where ( )obsXP  denotes the probability distribution of the model, ( )XXP ,obs  denotes likelihood function 
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and ( )XXP ,obs  denotes the posterior probability distribution. X  is hidden variable partitioned as ),( misobs XX , 

where obsX  denotes the observed part and misX  represents the missing part.   

Introduce arbitrary distribution ( )Xq , and then take the log function on both side of (2.3). The equation is ob-
tained as,

 .                                       (4)

Take the expectation of distribution ( )Xq  

 .     (5)

where 

 .                                                        (6)

 .                                                      (7)

equation (5) can be simplified as

 .                                                       (8)

Where free energy ( )XF  and KL divergence D KL  are indexes of evaluate the models. 

2.2.4 Bayesian Model Valuation

Before introducing AIC (Akaike information criterion) and BIC (Bayesian Information Criterions), Kullback-
Leibler distance should be studied firstly. The difference of models is represented by Kullback-Leibler distance 
index. The complex KL distance can be obtained by the information loss function and the information content cri-
teria AIC and BIC. The complexity and degree of fitting of statistical models can evaluated by AIC and BIC. The 
small AIC and BIC means the better model fitting degree. The AIC and BIC are defined separately as:

 .                                                        (9)

 .                                                    (10)

where k ,n  and L  denote the number of model parameters, the number of observation data sample, and the 
likelihood function value respectively. RSS  is the sum of squares of residuals. 

The AIC and BIC both exist penalty terms related to the number of model parameters. The AIC make decision 
from the perspective of prediction, while the BIC make decision from the perspective of fitting. In addition, be-
cause BIC is more punish to model parameters in large data scale, the model with fewer parameters is easy to be 
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selected by BIC. 

For equation (5) mentioned above, Let’s set  and 

,

where, ( )( )ELOBq XL  denotes the lower bound. Let ( ) ( )( )ELOBXqLXF −=  ,where ( )XF  is Free Energy in 
this paper. Besides,

 .                         (11)

Since  is independent with q, minimizing the free energy (maximizing the ELBO) is the same as 

the minimizing D LK divergence. Both ELBO and D LK can be used to measure the approximation degree of ( )Xq  
to the posteriori probability. 

3 A VB Framework for the Recovery of Missing Data

The aim of variational Bayesian learning method is to obtain the interpolated data misX  , minimize index 

. The variational Bayesian learning method is presented as follows.

Step 1:  Input parameters or variables (e.g. the observed data obsX , the data missing ratio d and the number of 
all data N and so on.) and set up GLM (Generalized linear model) with missing data.

Step 2:  Initialize parameters and prior information. And store the free energy.
Step 3:  Update and optimize parameters by means of iterative repeatedly.
Step 4:  Repeat Step 3 until the termination condition is satisfied. The posterior results are showed with charts.

4 Data Analysis and Experimental Design

4.1 Datasets and Experiment Setup

An artificial dataset and a life expectancy at birth dataset (47 African countries) have been selected in these ex-
periments separately. The actual data is from the IMF (International Monetary Fund). The experiments are as fol-
lows:

Step 1: For simulated data subject to Gaussian distribution and the life expectancy data, construct missing 
datasets in different proportion (the missing ratios are 5%, 10% and 20% respectively).

Step 2: Interpolate the missing data by mean interpolation method, KNN interpolation method and variational 
Bayesian interpolation method successively. For KNN interpolation method, k value is selected as 4 to avoid the 
model being too simple or over-fitting. The attributes of datasets are listed in Table 1.



174

Missing Data Interpolation with Variational Bayesian Inference for Socio-economic Statistics Applications 

Table 1. Datasets attributes
Datasets Range of data Size

Simulate data [ 0, 1] 10000
Life expectancy [0,+∞) 987

Step 3: Finally, the interpolation results of each method are compared by means of statistical index MSE and 
MAPE. They are defined separately as

( ) ( )2ˆˆ XXX -E  MSE =
 .                                                             (12)

 .                                                             (13)

4.2 Comparison Experiments Results 

To further explore the performance of the variational Bayesian method on interpolate missing data, we compare 
the MSE and MAPE with other interpolation (mean interpolation and KNN interpolation) methods’ results. The 
statistical results (the artificial and the actual datasets) are listed in Table 2 and Table 3 separately.

Table 2. Simulation data interpolation comparison results under different missing ratios

Methods Ratio MSE MAPE

KNN
5% 0.0714 15.0655

10% 0.1276 27.0304
20% N/A N/A

Mean
5% 0.0531 4.9977
10% 0.0993 9.9738
20% 0.1956 19.9572

VB
5% 0.0531 4.9989
10% 0.0992 9.9824
20% 0.1955 19.9950

Table 3. Actual data (Life expectancy) interpolation comparison results under different missing ratios

Methods Ratio MSE       MAPE

KNN
5% 0.6380 0.2432
10%  0.4315 0.2805
20% 2.5687 0.7883

Mean
5% 4.3511 0.7712
10% 5.0685 1.0378
20% 13.2615 2.3595

VB
5% 0.0070 0.0345
10% 0.0034 0.0328
20% 0.0016 0.0314

According to the above results, the MSE and MAPE values of KNN method are empty when the simulated 
data missing ratio is 20%. That means interpolation is not achieved. For the simulated data, there is no significant 
difference between the results of mean interpolation method and Variational Bayesian interpolation method, both 
of which are better than KNN interpolation method. For the missing data interpolation of actual data, the value of 
variational Bayesian method is significantly lower than that of the other two methods. The numerical results can 
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be drawn as a broken line graph shown in Fig. 1.

Fig. 1. Comparison diagram of interpolation results

As shown in Fig. 1(a) and Fig. 1(b), the results of mean interpolation method and variational Bayesian inter-
polation method are too similar, and the trend lines almost coincide. Fig. 1(c) and Fig. 1(d) represent the interpo-
lation results of actual data. There are obvious differences among different methods. In addition, as can be seen 
from the Table 4, AIC and BIC values in the same dataset with different missing ratios are relatively close without 
significant difference, which reflects the stability of the model.

Table 4. Gauss model measurement index value

Datasets Indexes Ratio
5% 10% 20%

Actual data AIC 3.264e+04 3.173e+04 3.028e+04
BIC 3.083e+04 2.812e+04 2.307e+04

Simulation data AIC -3.900e+03 -4.324e+03 -4.784e+03
BIC -4.022e+03 -4.569e+03 -5.269e+03

As we can see from the experimental results, KNN interpolation method cannot effectively interpolate the 
missing data when the scale of simulated data is large and the missing ratio is high. While the interpolation results 
of variational Bayesian method are better. At the same time, the mean interpolation method has no advantage 
under the same condition. Therefore, the interpolation results obtained by the variational Bayesian method have 
obvious advantage in both two datasets. 

5 Conclusion

The information integrity in socio-economic data is achieved based on the variational Bayesian theory in this pa-
per. In addition, the missing data interpolation performance is further optimized. Based on Gaussian model, the 
Bayesian posterior distribution and the complete data sets are obtained by optimizing relevant parameters. Finally, 
the missing data interpolation performance of variational Bayesian method is compared with that which is ob-
tained by mean interpolation and KNN interpolation separately. The experiments include simulated and artificial 
data sets with different missing ratios. The experimental results show that the interpolation results of variational 
Bayesian method have obvious advantages in MSE and MAPE.

On the other hand, this method also has some limitations. The results obtained by variational Bayesian inter-
polation and mean interpolation are very close in simulated data interpolation. However, the calculation time of 
mean interpolation is obviously shorter. In addition, the proposed method is only limited to single variable. In the 
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future work, establishing other missing data statistical models in different fields will be studied to achieve better 
performance.
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