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Abstract. Academic formulaic language is multi-word combinations with specific functions and semantics, 
which are important to improve the idiomaticity, fluency and logic of machine translation, intelligent ques-
tion answering, automatic summarization, etc. In order to narrow the search range of the corpus and extract 
academic formulaic language more efficiently, this paper proposes a prediction model of academic formulaic 
language based on multi-feature fusion. The semantic features and part-of-speech features of the academic for-
mulaic language are extracted separately, and then the late fusion method is used to learn multiple features and 
predict whether formulaic language is included in the sentence. Experimental results show that the late fusion 
method based on part-of-speech features and semantic features has the best predictive effect among the four 
fusion methods, which lays the foundation for further efficient recognition of academic formulaic language.
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1   Introduction

Academic formulaic language is a kind of language block with a high frequency. It usually has a relatively com-
plete structure, meaning and function and it is generally recognized, stored and extracted as a whole form [1]. 
According to statistics from different researchers, 40%-60% of spoken or written English is composed of this kind 
of patterned chunks [2], especially in the writing of scientific and technological literature, the use of appropriate 
and natural academic formulaic language plays an important role. In the practical application of natural language 
processing (NLP), academic formulaic language is conducive to the idiomaticity, fluency and logic of machine 
translation, intelligent question answering, automatic summarization [3].

At present, the research on academic formulaic language at home and abroad is either corpus based descriptive 
research or confirmatory research for language acquisition. There are very few researches related to the predic-
tion and recognition of formulaic language using computer technology [4]. In fact, the prediction and recognition 
of formulaic language is the basis of the application research of formulaic language. Early methods of manually 
extracting academic formulaic language consumed a lot of manpower and material resources, so the traditional 
manual extraction method of academic formulaic language is no longer applicable. In recent years, academic for-
mulaic language recognition methods mainly include statistical-based methods, rule-based methods, and machine 
learning methods. However, if the number of corpora is huge, the semantics of the text is diverse and the content 
is complex, the efficiency and accuracy of directly using these methods to identify academic formulaic language 
are very low. Therefore, we first predict the text and judge whether the sentence contains academic formulaic 
language, so as to narrow the data range to be input in the task of academic formulaic language recognition and 
improve the recognition efficiency. Based on this, this article proposes an academic formulaic language prediction 
model based on multi-feature fusion. The main technical contributions are summarized as follows:

(1) This paper extracts the features that can represent academic formulaic language: using the embedding layer 
in PyTorch to generate word embedding vectors as part-of-speech features, and using the feature vectors trained 
by GloVe word vector technology as semantic features. Through experiments, it is found that these two features 
are very important for academic formulaic language.

(2) The early fusion and late fusion technologies are proposed. By comparing the two feature fusion methods, 
it is found that the late fusion of features has a better effect on the representation of features.

(3) A classification model for judging whether the sentence contains academic formulaic language is proposed, 
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and then this model is used in the prediction task. An academic formulaic language prediction model based on 
multi-feature fusion is proposed, which can screen the sentences with high probability containing academic for-
mulaic language from large-scale corpus, reduce the corpus range and improve the efficiency of academic formu-
laic language recognition task.

2   Related Work

The Academic Phrasebank website1 created by Dr. John Morley of the University of Manchester, all the phrases 
in it are from real academic materials. These phrases were originally extracted from 100 postgraduate papers 
of the University of Manchester, aiming to provide students with some common sentence patterns or phrase re-
sources in academic paper writing. It can help students organize language and content effectively, but such phrase 
library lacks contextual information and the content is not targeted [5]. What’s more, it is necessary to manually 
extract the academic phrases in the papers to update the phrase database, which consumes a lot of manpower and 
material resources. Therefore, the traditional artificial-based formulaic language identification method is no lon-
ger applicable. For this reason, many scholars at home and abroad have carried out a series of research work on 
the task of formulaic language identification. 

At present, formulaic language identification mainly adopts statistics-based method, rule-based method or ma-
chine learning method. 

Statistics-based recognition method counts phrase features from the text, such as word frequency, mutual in-
formation, information entropy, etc. [6]. Pecina proposed a method of association measurement, which considers 
the phrase frequency and also considers other phrases with strong relevance to the phrase to determine whether 
it can be combined into a formulaic language [7]. On this basis, Alexander Wahl proposed the MERGE (Multi-
word Expressions from the Recursive Grouping of Elements) model, which based on the strength of vocabulary 
association, iteratively combines adjacent phrases into gradually longer sequences [8]. With the development of 
N-gram, Hyland, Chen, Simpson-Vlach proposed to extract N-grams from the corpus, but the simple N-gram 
model has the problem of too large parameter space and severe data sparseness [9-11], so O’Donnell proposed 
an adjusted frequency list (AFL) [12]. First, all N-grams in the corpus that reach the threshold are retrieved, then 
only the N-grams and their frequencies that exceed the frequency threshold are retained in AFL, and finally they 
are sorted according to frequency. The main defect of statistical based recognition method is that it only considers 
word frequency and relevance, and does not consider the meaning and function of formulaic language. Therefore, 
it is easy to ignore some formulaic language composed of low-frequency words with clear textual function, but 
extract too many formulaic language composed of high-frequency words without clear textual function.

The rule-based recognition method is to artificially establish some part-of-speech and syntactic rules to extract 
formulaic language [13]. Iwatsuki believes that a sentence is composed of a formulaic part and an unformulated 
part, so he proposed to use named entities and dependent structures to remove the unformulated part of the sen-
tence, and the rest is the formulaic part [14]. Liu proposed the LDA-Based Sequential Labelling model, which 
used the topic model to remove unnecessary words from sentences to achieve the purpose of identifying formu-
laic language [15]. At the same time, some researchers have tried to identify formulaic language through string 
matching and regular expressions [16]. Through regression analysis, it is found that the number of rules is posi-
tively correlated with the types of recognized formulaic language. The more rules there are, the more formulaic 
language is recognized, but the defined rules can’t cover all formulaic language, and this method does not consid-
er the characteristics of word frequency, so it is not flexible and comprehensive.

With the development of machine learning, Hidden Markov Model (HMM), Conditional Random Field (CRF), 
Maximum Entropy (ME) and Decision Tree (DT) have been used to identify formulaic language, Abbas tried to 
use classifiers such as Naive Bayes Model (NBM) and Logistic Regression (LR), and found that the recognition 
results were not good, and finally chose to use RF and SVM classifiers to recognize formulaic language through 
classification [17]. Gharbieh first tried to use CNN to recognize formulaic language [18]. They used word2vec 
training feature vectors. Ashok compared the role of word2vec and GloVe in recognizing formulaic language on 
the basis of Gharbieh, and found that GloVe is slightly better in recognizing formulaic language [19]. For the 
recognition method of machine learning, it is necessary to extract the features that can represent the samples. The 
more appropriate the feature selection, the higher the accuracy of recognition, so feature selection is an urgent 
problem to be solved [20].

To sum up, in view of the low efficiency and accuracy of academic formulaic language recognition, from the 
perspective of narrowing the search range of the corpus, this article proposes a method to use a trained model to 
1　 http://www.phrasebank.manchester.ac.uk/
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predict whether a sentence contains academic formulaic language. It filters out sentences with a high probability 
of containing academic formulaic language, which greatly reduces the corpus of academic formulaic language 
recognition tasks, and can improve the efficiency and accuracy of recognition. In order to more comprehensively 
apply the part-of-speech and semantic features of sentences, this paper proposes an academic formulaic language 
prediction model based on multi-feature fusion. It uses the embedding layer in PyTorch to generate word embed-
ding vectors as part-of-speech features, uses the feature vectors trained by GloVe word vector technology as se-
mantic features. The Bi-LSTM model is used to learn the two features, and the learned features are fused through 
the late fusion method, finally it is predicted whether the sentence contains academic formulaic language.

3   Predictive Model of Academic Formulaic Language

3.1   Overall Framework

The overall structure of the model in this paper is mainly divided into two parts: the training phase and the pre-
diction phase. The overall framework is shown in Fig. 1. First, we preprocess the formulaic language in the 
academic phrase library to obtain more structured data, and then use the Stanford CoreNLP to tag the processed 
data. The features of the input model include semantic features and part-of-speech features. The semantic features 
are 300-dimensional word vectors pre-trained by GloVe. For part-of-speech features, the embed-ding layer in 
PyTorch is used for training to generate 300-dimensional word embedding vectors. Through two different fusion 
methods, the feature vector is input into Bi-LSTM to train the model. We extract 50 papers in the computer field 
from the top journals, and preprocess the entire paper, then extract features, finally input them into the trained 
model. Finally, the model predicts the probability of each sentence containing academic formulaic language. If 
the probability is greater than the threshold, the sentence will be accepted and stored in a corpus; otherwise, it will 
be deleted.
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Fig. 1. The overall framework of formulaic language prediction

3.2 Feature Extraction

In the process of NLP, computer cannot directly use the text data, the text data needs to be expressed as a feature 
vector, and then the feature vector is used as the input of the model [21]. In this paper, the embedding vector gen-
erated by the embedding layer in PyTorch is used as part-of-speech feature, the feature vector trained by GloVe 
word vector technology is used as semantic feature. Through different fusion methods, the feature vectors are 
fused and then used as the feature of the recognition academic formulaic language.

3.2.1   Part-of-speech Feature Extraction
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The biggest difference between academic formulaic language and general formulaic language is that the forms of 
academic formulaic language are mostly fixed. For example, Subject-Link verb-Predicative Structure or Subject 
Verb Object is easier to be an academic formulaic language, so the part-of-speech feature is used as one of the 
characteristics of the recognition formulaic language. In this article, we first use the Stanford part-of-speech tag-
ger to perform part-of-speech analysis on the preprocessed sentences. Examples of the results of part-of-speech 
analysis are shown in Table 1. From the table, it can be found that multi-word units with fixed sentence patterns 
are more likely to be academic formulaic language.

Table 1. Examples of the results of part-of-speech analysis

Academic formulaic language Part-of-speech tagging Sentence Structure

X is fundamental to NN VBZ JJ TO Subject-Link verb-Predicative Structure

X plays a vital role in the metabolism of NN VBZ DT JJ NN IN DT NN IN Subject Verb Object Structure

Several attempts have been made to JJ NNS VBP VBN VBN TO Subject Verb Object Structure
In this innovative study, Smith showed 
that Y

IN DT JJ NN FW FW NN VBD IN 
NN Clauses guided by “that”

There were some negative comments 
about Y EX VBD DT JJ NNS IN NN There be

For each result after Stanford part-of-speech tagging, a unique code is assigned (the part-of-speech coding is 
shown in Table 2), so that the text data is converted into a vector. We input the vector into the embedding layer 
for training, and a word embedding vector is generated as a part-of-speech feature.

Table 2. Part-of-speech coding correspondence table

PAD Fill character 0 MD modal auxiliary 12 RP particle 24

UNK Special characters 1 NN singular or mass 13 TO “to” 25

CC conjunction 2 NNP proper, singular 14 VB base form 26

CD Cardinal 3 NNPS noun, proper 15 VBD past tense 27

DT determiner 4 NNS common 16 VBG gerund 28

EX Existential sentence 5 PDT pre-determiner 17 VBN Past participle 29

FW foreign word 6 POS genitive marker 18 VBP present tense(n) 30

IN Preposition 7 PRP pronoun, personal 19 VBZ present tense(y) 31

JJ Adjective, numeral 8 PRP$ possessive 20 WDT WH-determiner 32

JJR Comparative adjective 9 RB adverb 21 WP WH-pronoun 33

JJS Superlative adjective 10 RBR Comparative adverbs 22 WP$ possessive 34

LS list item marker 11 RBS Superlative adverb 23 WRB Wh-adverb 35

3.2.2   Semantic Feature Extraction

For the processing of text, the characteristic items such as characters, words, and phrases are the main objects of 
processing, but the characters, words, and phrases more reflect the vocabulary information of the text, rather than 
its semantic information, therefore they cannot accurately express the content of the text. For academic formulaic 
language, it is a multi-word unit with a high frequency of occurrence, with a relatively complete structure, mean-
ing and function. And one of the words can be replaced with words with similar meanings, so semantic features 
are important features of academic formulaic language and the key to identifying formulaic language. This paper 
uses GloVe to extract the features of the text, and the 300-dimensional feature vector obtained is used as the se-
mantic feature of the input model.

The full name of GloVe is Global Vectors for Word Representation. It is a word representation tool based on 
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global word frequency statistics. It can express words as a vector composed of real numbers. These vectors cap-
ture some semantic characteristics between words, such as similarity [22]. The core idea of GloVe word vector 
is to use the number of co-occurrences between words for training. The so-called co-occurrence is the number of 
simultaneous appearances of two words within a context window. The context window is traversed once from the 
beginning to the end of the corpus. A global co-occurrence matrix is obtained, and then word vectors are trained 
based on this co-occurrence matrix. At the same time, cosine similarity is used to measure the similarity between 
vectors, and words with similar semantics can be found. In summary, the feature vectors trained by GloVe can 
fully express the semantic features of academic formulaic language.

3.3   Bi-LSTM Model

Recurrent Neural Network (RNN) was proposed by Elman in 1990 [23]. This model can process sequence data 
and input the data into the model one by one according to the time series. However, the traditional RNN network 
cannot use the future information of the sentence, cannot model the long-distance information well, and is prone 
to problems such as gradient disappearance and gradient explosion. To solve the above problems, Hochreiter 
proposed a Long Short-Term Memory (LSTM) model in 1997 [24]. Based on the RNN unit, LSTM adds a cell 
state to record the information passed over time. Through the input gate, output gate and forget gate to realize the 
selective utilization of historical information, the information of longer sequence data can be captured effectively.

Let X=[x1, x2, ..., xt] be the input text, the realization of the internal structure of LSTM neuron is as follows:

𝑖𝑖t=σ(Wxixt+Whiht-1+Wcict-1+b𝑖𝑖).                                                (1)

ft=σ(Wx f xt+Wh f ht-1+Wc f ct-1+bf) .                                         (2)

ct=ftct-1+ 𝑖𝑖𝑡𝑡 tan h (Wxcxt+Wh cht-1+bc) .                                       (3)

ot=σ(Wx0xt+Whoht-1+Wcoct+bo) .                                          (4)

ht=ot tan h (ct) .                                                         (5)

In the formula: it, ft, ct, ot, ht are the state of input gate, forget gate, cell state, output gate and hidden layer when 
the t-th text is input;  W is the parameter of the model; b is the bias vector; σ is the Sigmoid function; tanh is the 
hyperbolic tangent function.

The Bi-LSTM learns sequence data from left to right and from right to left through two layers of LSTM neu-
rons. The structure of Bi-LSTM is shown in Fig. 2.

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

Xt-1 Xt Xt+1

yt-1 yt-1 yt yt yt+1 yt+1

Fig. 2. The structure diagram of Bi-LSTM

In Fig. 2,  xt represents the input of the network at time t, the LSTM in the box is the standard LSTM model,  
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is the output of the forward LSTM at time t, and yt ⃖   is the output of the reverse LSTM at time t. The output 

representation of Bi-LSTM at time t is defined as yt=[yt⃗⃗ : yt⃖⃗⃗] , that is, the output at time t is directly spliced by 
the forward output and the reverse output.

3.4   Feature Fusion

In many works, a fusion of different features is an important mean to improve the performance of the model. 
Low-level features contain more detailed information, but due to less processing, they have lower semantics and 
more noise. High-level features have stronger semantic information, but their ability to perceive details is poor 
[25]. How to efficiently integrate the two, taking the strong points and discarding the bad ones, is the key to im-
proving the model. This paper uses two fusion methods (early fusion and late fusion) to fuse the extracted fea-
tures, and compares the performance of the two fusion methods through experiments.

3.4.1   Early Fusion of POS Features and Semantic Features

Early fusion is to fuse multiple layers of features first, and then train the model on the fused features (only after 
the complete fusion, the training will be carried out uniformly). There are two classic early fusion methods: 

(1) Series feature fusion, which directly connects two features. If the dimensions of the two input features x 
and y are p and q, the dimension of the output feature z is p + q; 

(2) Parallel strategy, which combines these two feature vectors into a complex vector, for the input features x 
and y, z = x + iy , where i is the imaginary unit [26].  

The early fusion of this article uses the first method, that is, the part-of-speech feature vector and semantic 
feature vector are simply spliced, and the combined features are input into Bi-LSTM for training. The structure 
diagram is shown in Fig. 3.

Text

coreNLP

POS

GloVe 
Embedding

PyTorch
Embedding

FCFusion

Bi-LSTM

Softm
ax

Fig. 3. Early fusion structure diagram based on part-of-speech features and semantic features

3.4.2   Late Fusion of POS Features and Semantic Features

Unlike early fusion, late fusion first uses a single feature to train the model separately, and then merges the results 
of multiple model training. The advantage of this method is that the results of the model can be selected flexibly, 
which improves the fault tolerance of the system; the amount of fusion information calculation is reduced and the 
real-time performance of the system is improved. There are two classic late fusion methods: 

(1) Feature is not fused, multi-scale features are predicted separately, and then the prediction results are syn-
thesized, such as Single Shot MultiBox Detector (SSD), Multi-scale CNN (MS-CNN); 

(2) Feature performs pyramid fusion, and then performs prediction after fusion, such as Feature Pyramid 
Network (FPN), etc. [27]. 

The late fusion in this article uses the second method. We first input the part-of-speech features and semantic 
features into Bi-LSTM respectively, then stitch the results of the two models, and finally input them into the fully 
connected layer. The structure diagram is shown in Fig. 4.
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Fig. 4. Late fusion structure diagram based on part-of-speech features and semantic features

4   Experiment and Analysis

4.1   Experimental Data

In the training phase, we use the academic phrase library in the Academic Phrasebank website created by Dr. John 
Morley of the University of Manchester, which contains a total of 2865 academic formulaic language. Then we 
download 10 papers, preprocess the text, choose the sentences with the smallest PMI, and get a total of 4500 sen-
tences. The data set consisting of positive samples and negative samples is divided into training set, validation set 
and test set, with a ratio of 8:1:1.

We download 50 papers in the computer fi eld, extract text parts other than references, preprocess the text, de-
lete formulas, special symbols, etc., to make it more structured. Then we segment the sentences and observe the 
characteristics of the sentences. The sentence length statistics are shown in Fig. 5. As can be seen from the fi gure, 
the sentence length is concentrated around 25 words, so the sentence with the number of words less than 3 and 
more than 40 is deleted, and fi nally, 10802 sentences are obtained as the data of the prediction stage.

Fig.  5. Sentence length statistics graph

4.2   Experimental Setup and Result Analysis

4.2.1   Parameter Settings

For the trained academic formulaic language, the 300-dimensional word vector pre-trained by Glove is used as 
the semantic input feature. For the part-of-speech feature, the dimension of the word embedding vector generated 
by the embedding layer is set to 300 dimensions. We adopt mini-batch stochastic gradient descent, the batch size 
is set to 20. The learning rate is set to 0.001. The decay ratio is set to 0.9, and the optimization algorithm selects 
the Adam algorithm. All LSTM networks have 128 neurons in a single layer, so the double-layer LSTM is 256, 



42

Prediction of Academic Formulaic Language based on Multi-feature Fusion

which is trained for 100 rounds.

4.2.2   Experimental Evaluation Index

This article uses Accuracy (ACC), Precision, Recall, and F1-Score as the evaluation indicators of the experiment, 
where ACC represents the probability that the prediction is correct among all the predicted samples; Precision 
represents the proportion of samples that are correctly predicted among the samples that are identified as positive 
samples; Recall represents the proportion of all positive samples that can be predicted correctly; F1-Score is an 
indicator that neutralizes Precision and Recall. The formulas of ACC, Precision, Recall, F1-Score are as follows:

ACC=
TP+TN

TP+FP+FN+TN
×100% .                                            (6)

Precision=
TP

TP+FP
×100% .                                                (7)

Recall=
TP

TP+FN
× 100% .                                                  (8)

F1=
2×Precision×Recall
Precision + Recall × 100% .                                         (9)

In the formula, TP (True Positives) indicates that the prediction is positive and in fact it is also a positive case; 
FP (False Positives) indicates that the prediction is a positive case but it is actually a negative case; FN (false 
Negatives) indicates that the prediction is negative but in fact it is a positive case; TN (True Negatives) indicates 
that the prediction is negative and is actually a negative case.

4.2.3   Analysis of Results

Ashok [19] only uses GloVe as the semantic feature input into the model when recognizing the formulaic lan-
guage. For comparison, in this paper, the recognition of academic formulaic language is understood as a binary 
classification problem, the existing academic formulaic language is trained with Bi-LSTM, and the classification 
results are obtained through the softmax function. In order to verify the effect of different characteristics and dif-
ferent fusion methods on the recognition of academic formulaic language, experiments were carried out through 
the Bi-LSTM model using the combinations of [part-of-speech features], [semantic features], [early fusion of 
part-of-speech features and semantic features] and [late fusion of part-of-speech features and semantic features].

The results of the four different combinations are shown in Table 3, where TPR represents the probability of 
correct prediction of the positive class, and TNR represents the probability of correct prediction of the negative 
class. It can be seen from the table that the Bi-LSTM model based on semantic features and the Bi-LSTM mod-
el based on late fusion have the highest TPR, and the Bi-LSTM model based on early fusion and the Bi-LSTM 
model based on late fusion have the highest TNR. We use a confusion matrix to evaluate the generalization per-
formance of the model. The confusion matrices of the four comparative experiments are shown in Fig. 6 to Fig. 9.

The Bi-LSTM model based on part-of-speech features has the lowest ACC, Precision, Recall, and F1-Score, 
indicating that part-of-speech features cannot fully represent the characteristics of academic formulaic language. 
The results of the early fusion and the semantic feature model are similar, but from the results, the F1-Score of the 
semantic feature model is slightly higher. Through a comprehensive analysis of other values, it can be concluded 
that: after the splicing of part-of-speech features and semantic features in the early fusion, part-of-speech features 
will have a certain impact on the recognition of semantic features, making the error rate higher than that of the 
semantic feature model. The four values of late fusion based on part-of-speech features and semantic features all 
reached the highest values, respectively 98.16%, 99.09%, 97.21%, and 98.14%, indicating that this combination 
method has a more obvious effect on the prediction of academic formulaic language. The advantage of late fusion 
compared with early fusion is that it can flexibly select the results of part-of-speech feature model and semantic 
feature model. If the semantic features are more important, the semantic feature model can be given higher weight 



43

Journal of Computers Vol. 33 No. 3, June 2022

to make the results more accurate.

Table 3. Experimental results of four diff erent combinations

TPR FNR FPR TNR ACC Precision Recall F1-Score

Bi-LSTM_semantics 97.21 2.79 1.56 98.44 97.83 98.42 97.21 97.81

Bi-LSTM_POS 94.08 5.92 2.89 97.11 95.60 97.02 94.08 95.53

Bi-LSTM_early 96.17 3.83 0.89 99.11 97.64 99.08 96.17 97.60
Bi-LSTM_late 97.21 2.79 0.89 99.11 98.16 99.09 97.21 98.14

    

Fig. 6. Confusion matrix based on semantic feature model      Fig. 7. Confusion matrix based on POS feature model

       

Fig. 8. Confusion matrix based on early fusion              Fig. 9. Confusion matrix based on late fusion 

Fig. 10 shows the change in accuracy of extracting diff erent features from training data and test data into the 
model, where the solid line represents the accuracy of the training data, and the dotted line represents the accura-
cy of the test data. The observation shows that the accuracy increases gradually with the increase of the number 
of iterations, and fi nally tends to be stable. According to the results of the test data displayed in the dotted line, the 
accuracy of the late fusion method is the highest among the four combination methods. Fig. 11 shows the change 
of the loss function during training and testing, where the solid line represents the loss function in the training 
phase, and the dotted line represents the loss function in the testing phase. It can be seen from the fi gure that as 
the number of iterations increases, the loss function gradually tends to converge, and the loss function of the late 
fusion method is the smallest of the four combinations. It is known from the training curve that as the training 
progresses, the constructed model is being optimized towards the goal of the classifi cation task.
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        Fig. 1 0. Accuracy curve of training data and test data         Fig. 11. Loss function curve of training data and test data

4.3   Prediction Stage

Predicting paper data refers to using a trained model to predict whether the sentences in the paper contain aca-
demic formulaic language, which saves a lot of manpower and material resources and does not require domain 
experts to read the entire paper. The model fi lters out sentences containing academic formulaic language, and then 
expands the corpus of formulaic language. 

Since the classifi cation results of four diff erent features are compared in the training stage, the comparison 
experiment shows that the classifi cation eff ect of the late fusion method is the best, so the prediction stage of this 
paper adopts the feature fusion method of late fusion. We download 50 papers in the computer fi eld, extract the 
text parts other than references, and preprocess the text. Finally, a total of 10802 sentences are obtained. Part-of-
speech features and semantic features are extracted from the sentence, then the features are fused through late 
fusion and input into the model to predict whether academic formulaic language is included. The output of the 
model is the sentence and the predicted probability value. The probability value represents the probability that a 
sentence contains academic formulaic language. Finally, the threshold is selected, and the sentences whose proba-
bility value is greater than the threshold are selected and stored in the academic formulaic language corpus.

In the process of threshold selection, count the number of samples in each probability range, calculate the 
Precision, Recall, and F1-Score respectively, and select the probability with the highest F1-score as the thresh-
old. Generally speaking, it is to predict the number of accurate sentences as much as possible, and the number of 
missing sentences containing academic formulaic language as little as possible. The statistical results are shown 
in Fig. 12. It can be seen from the fi gure that the F1-Score with the probability of a sentence containing academic 
formulaic language greater than 0.5 is the highest, so 0.5 is selected as the threshold. 
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Fig. 12. F1-Score statistics corresponding to diff erent probabilities

In addition, this paper also compares the prediction results of diff erent features and diff erent fusion methods 
on academic formulaic language. We input the part of speech features, semantic features, late fusion of part-of-
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speech features and semantic features, and early fusion of part-of-speech features and semantic features of new 
sentences into the trained classifier model to predict whether the sentences contain academic formulaic language. 
When comparing the results, if the selected result range is small, the results of the semantic feature-based model, 
the early fusion model and the late fusion model will not be much different, but the model based on the part-of-
speech feature will be different from them. Therefore, the late fusion model and the part-of-speech-based model 
are selected as examples, and the same part of the same article is selected to compare the prediction results of the 
two models. The results are shown in Table 4 and Table 5.

Table 4. Examples of results of model based on part-of-speech feature

Formulaic language Bi-LSTM_POS

declarative sentence In fact, they do not update at all, but rather stick to a fixed opinion.

are introduced in Section II. The topics of NLP and AI, including deep learning, are introduced in Section II.

are used to These solutions are used to build useful software.

declarative sentence Currently, NLP is primarily a data-driven field using statistical and probabilistic 
computations along with machine learning.

is proposed to A novel texture pattern representation method called Hierarchical Visual Codebook 
is proposed to encode the distinctive and robust texture primitives of iris images.

Table 5. Examples of results of model based on late feature

Formulaic language Bi-LSTM_after

are introduced in Section II. The topics of NLP and AI, including deep learning, are introduced in Section II.

such as that present in X, Attention mechanisms, such as that present in X, allow the decoder to determine 
which portions of the encoding are most relevant at each output step.

In addition, 
can be developed for

In addition, a module of iris image classification can be developed for iris recogni-
tion systems for various applications inspired by the general framework.

are composed of Neural Networks and Deep Learning Neural networks interconnected nodes, or 
neurons, each receiving some number of inputs and supplying an output.

is proposed to A novel texture pattern representation method called Hierarchical Visual Codebook 
is proposed to encode the distinctive and robust texture primitives of iris images.

By comparing the sentences in the two tables, we find that the late fusion sentences have richer semantics and 
more types of sentence patterns. However, some of the results of the model based on part-of-speech features are 
declarative sentences, which have no semantic and pragmatic functions.

4.4   Experimental Verification

The main content of the academic formulaic language prediction model based on multi-feature fusion is to judge 
whether the sentences contain academic formulaic language. The purpose is to narrow the search scope of the 
corpus, so as to identify academic formulaic language more efficiently. It can screen the sentences with high prob-
ability containing academic formulaic language from large-scale texts, and improve the efficiency of academic 
formulaic language recognition task. In order to verify the effectiveness of the prediction model, we first input 
10000 sentences into the academic formulaic language recognition model, and the processing time is 334.93s; 
Secondly, 10000 sentences are input into the prediction model, and then the results are input into the recognition 
model. The processing time is 194.60s. It can be seen that the efficiency of the recognition task can be improved.

5   Conclusion

This paper proposes a predictive model of academic formulaic language based on multi-feature fusion, which 
uses a late fusion method based on part-of-speech features and semantic features to predict academic formulaic 
language. The experimental results show that, because the model can select part-of-speech features and seman-
tic features according to the degree of importance, it is not only more flexible than the early fusion method, but 
also the prediction results are more accurate. Nevertheless, when using this model to process real paper data, the 
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prediction accuracy rate is much lower than the experimental results. The reason may be that the sentence struc-
ture of the real paper data is more complex, the semantic types are more, and it is more difficult to be accurately 
recognized. In addition, Hyland studied papers published in four disciplines (electrical engineering, microbiology, 
business, and applied linguistics) and found that there are great differences in the formulaic language used by dif-
ferent disciplines [28]. Therefore, in future research, we should extract more features that can represent academic 
formulaic language, so that the model can predict and recognize academic formulaic language with higher accu-
racy on real essays. Secondly, since this article only uses papers in the computer field as data, it will involve mul-
tiple fields in the future and be applied to guide academic writing, machine translation and other practical work in 
different fields.
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