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Abstract. A semi-supervised learning based EEG signal detection method was studied in this paper. The fea-
ture engineering system of this paper was established, which contains novel AutoEncoders mapping features. 
The optimal channel combination for all subjects was determined to improve recognition accuracy by ReliefF 
algorithm and recursive feature elimination. What’s more, the semi-supervised learning method based on 
pseudo-labelling was introduced to the character recognition method, in which the training samples were dy-
namically reorganized and updated, so that the proposed method could complete the symbol recognition with 
limited number of training samples. Based on the features extacted and the optimal channel combination, the 
recognition accuracy of the character recognition method can reach up to 100%.
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1   Introduction

EEG signals can be divided into evoked EEG signals and spontaneous EEG signals according to the way they 
are generated. Evoked brain electrical signals are brain electrical activities formed by certain external stimuli that 
cause potential changes in the brain. The P300 event-related potential is a kind of evoked brain electrical signal, 
a positive wave peak that appears about 300 milliseconds after the occurrence of a small-probability stimulus. 
Due to the differences between individuals, the occurrence time of P300 is also different. Fig. 1 shows the P300 
waveform about 450 milliseconds after the stimulus occurs. As an endogenous component, P300 potential is not 
affected by the physical characteristics of the stimulus, and is related to perception or cognitive mental activities, 
and is closely related to processing processes such as attention, memory, and intelligence. The advantage of the 
P300-based brain-computer interface (BCI) is that users can obtain high recognition accuracy without complicat-
ed training, and have stable time-locking and high time accuracy.

It have been found that in the case of spinal cord injury, cerebral palsy, amyotrophy, amyotrophic lateral scle-
rosis and other patients with peripheral nerve disability, part of the information that the brain sends instructions 
can be characterized by some pathways [1-4]. The BCI technology for rehabilitation engineering aims to realize 
the communication between the patient’s brain and rehabilitation auxiliary equipment without relying on the nor-
mal communication system of the output path composed of peripheral nerve or muscle tissue [5].
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Fig. 1. The schematic of P300 waveform
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Traditional P300 classifcation method was based on classic machine learning algorithms, which highly relies 
on EEG signal preprocessing techinques, feature extraction methods and the performance of classic classifier 
model. For the preprocessing of EEG signal, it is common to use principal component analysis (PCA), wavelet 
transform, and coherent averaging methods to preprocess P300 signals [6-7]. As for feature extraction, Chen [8] 
proposed a method based on independent component analysis (ICA) to automatically extract the P300 component 
of the EEG signal. Huang [9] proposed a P300 feature extraction method based on constrained ICA for single-lead 
EEG signals. Wang [10] proposed a multi-channel lead P300 EEG signal feature extraction method based on en-
ergy entropy for rehabilitation and treatment of stroke patients. In the past decades, the classifier used in EEG sig-
nals classification has attracted widespread attention. For example, Linear discriminant analysis (LDA) classifiers 
[11], hidden Markov model (HMM) [12] and support vector machines (SVMs) [13-15] have been commonly 
used for P300 classification. The methods mentioned above are not suitable for classifying EEG signals with poor 
signal-to-noise-ratio, or the classification accuracy is low when the dimension is high and the signal-to-noise ratio 
is low.

In recent years, deep learning models such as Convolutional Neural Networks (CNNs) [16] and Recurrent 
Neural Networks (RNNs) [17] are proposed by many researchers for P300 classification due to its high precision. 
What’s more, Lu [18] proposed a P300 classification method based on deep belief network (DBN), which can 
extract features from the raw data and classify them without data preprocessing. Abibullaev [19] proposed an ac-
curate classifier for decoding P300 signal based on CNN-LSTM model. SELVİ [20] reported a P300 signal classi-
fication method using bi-directional long short term memory (Bi-LSTM) neural networks with spectral entropy as 
fusion feature. Based on the realizable large-scale real-time quadratic programming (QP) calculation, Zhang [21-
22] proposed the fusion method of SVM and neural network for the classification of P300 EEG signals. The deep 
learning method does not need feature extraction, and has good classification ability for EEG signals with low 
signal-to-noise ratio. However, its complex network structure leads to massive training parameters and requires 
high-performance computing hardware, which is difficult to be applied in clinical practice.

Furthermore, the existing advanced methods mainly focus on training large-scale labeled sample data sets in 
exchange for high accuracy, and the trained classifier model is usually sensitive to the subjects. Paradoxically, the 
traditional EEG classification methods require less computing resources, but the classification accuracy is rela-
tively low. 

In the BCI system, not only the classification accuracy of the target must be considered, but also a certain in-
formation transmission rate must be ensured. In addition, irrelevant or redundant channel data increases the com-
plexity of the system on the one hand, and affects the accuracy and performance of classification and recognition 
on the other hand. In particular, in the P300 BCI system, the training of the model usually takes a long time to 
obtain labeled samples.

Therefore, the key problem to be solved in this paper is to improve the traditional EEG classification method 
to increase its classification accuracy, make it suitable for the case of low signal-to-noise ratio and small training 
sample data set, and make the trained classifier model subject-independent.

In response to the above problems, this paper designs a character recognition method based on a semi-super-
vised learning method. A novel AutoEncoders features extraction method is used, it will help to extract the most 
significant deep features of P300 signal. And a channel selection algorithm based on the ReliefF method is ap-
plied in algorithm testing, which can achieve accurate and efficient recognition of the target with a small sample. 
There is no precedent for applying the pseudo-labeling method to the P300 EEG signal. The method proposed in 
this paper can accelerate the application of P300-based BCI system to rehabilitation engineering to help some dis-
abled patients to establish a new way of interaction with the real world.

The rest sections are organized as follows. Methodology of target character recognition method is described 
in Sec. 2. The experimental data set used in this paper and its preprocessing method are introduced in Sect. 3. 
Details of P300 feature extraction and channel selection methods are introduced in Sect. 4. The main results and 
discussion of results are elaborated in Sect. 5. Final conclusion are concluded in Sect. 6. And the main contribu-
tions of this paper are listed as follows.

(1) A novel semi-supervised learning based P300 classification method is proposed. It is the first time that the 
pseudo-labeling method is applied to solve EEG classification problem.

(2) The pseudo-labeling method allows training samples to dynamically reorganize and update. It is suitable to 
be applied in small sample data sets or the data sets with less labeled data and massive unlabeled data.

(3) Combing with the ReliefF based channel selection algorithm, the proposed method is able to realize sub-
ject-independent classification.

(4) The experimental results in Sect. 5 shows show that the classification accuracy for P300 EEG signals 
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reaches 100%, which improve the classification accuracy of typical SVM classifier by up to three times. The 
semi-supervised learning framework can be easily introduced to existing classifier model.

2   Target Character Recognition Methods

P300-based BCI system has been widely studied, and a variety of target character recognition methods based on 
machine learning classifier models have been established. This paper introduces a classic target character recog-
nition method based on the SVM classifier model, and compares the accuracy of its recognition on the data set in 
this paper with the accuracy of the method proposed in this paper.

2.1   Target Character Recognition Method Based on SVM Classifier Model

The basic principle of character recognition through P300 signal is as follows. Firstly, the original EEG signal is 
preprocessed and features are extracted. Then, whether the corresponding signal fragment contains P300 fragment 
is predicted by classifying the feature values. Finally, the character recognition result is determined according to 
the coding rules of P300 speller experiment and the prediction results. Machine learning methods such as SVM, 
artificial neural network and random forest etc. can be well applied to P300-based BCI system. 

In this paper, the specific steps of character recognition based on SVM classification model are as follows: (1) 
Preprocessing EEG data and extracting features; (2) According to the P300 speller experiment design, the fea-
tures are labeled, and the features containing P300 are given the label “+1”, and vice versa, “-1”; (3) Divide the 
features data set into a train set and a test set according to a certain proportion; (4) Train the SVM model with 
the features of the training data set and their corresponding labels as input; (5) Input the features of the test data 
set into the trained SVM model, and output the predicted label of test set; (6) Combine the signal segment corre-
sponding to the +1 label output by the SVM model with the coding rule of the P300 speller experiment to obtain 
the target character coding value; (7) Based on the prediction results of each target character in different exper-
imental rounds, the frequency of the coding value is counted, and the final coding value is uniquely determined 
according to the conditional probability, that is, the target character is determined.

2.2   Target Character Recognition Method Based on Semi-supervised Learning

In practical engineering applications, clearly labeled data sets are difficult to obtain, while unlabeled data are usu-
ally easy to obtain. In fact, unlabeled data contains a lot of valid data information. Pseudo-labeling is a semi-su-
pervised machine learning method that does not require manual labeling of data labels, and directly assigns data 
approximate labels based on predicted labels. The pseudo-labeling method requires that the data set be divided 
into a training set, a validation set, and a test set according to a certain proportion. For small sample data, adding 
pseudo-label data to the verification set can play a better predictive effect in semi-supervised learning. The model 
construction process of the pseudo-labeling method is shown in Fig. 2.

Fig. 2. Model construction flow chart of pseudo-labelling method
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The target character recognition method based on semi-supervised learning proposed in this paper, the spe-
cific steps are as follows: (1) Preprocessing EEG data and extracting features; (2) According to the P300 speller 
experiment design, the features are labeled, and the features containing P300 are given the label “+1”, and vice 
versa, “-1”; (3) Divide the features data set into a training set, a validation set, and a test set according to a certain 
proportion; (4) Use the features XTrain of the train set and the corresponding known label YTrain as input to train 
the classifier model; (5) Input a set of features XValid of the validation set to the trained classifier model for pre-
diction, and output its predicted label YValid; (6) Compare the predicted label YValid of the validation set output by 
the classification model with its known labels. If the recognition requirements are met, the current trained model 
is retained, if not, then step (7) is executed; (7) The samples whose predicted label is consistent with the actual 
situation are not processed. The samples whose predicted label does not match the actual situation can be divided 
into two categories: a. predict the “+1” label as “-1”; b. predict the “-1” label as “+1”. These two types of small 
samples contain hidden feature information that does not belong to the feature space of the train set. Adding pseu-
do labels to these two types of abnormal samples which means that their label are reversed and their input feature 
data is still retained. Add the corrected label and feature data to the validation set, and input it together with the 
training set to retrain the classifier model; (8) Update and save the currently trained classifier model, input a new 
set of validation set into the model for prediction, output the predicted label YValid, and skip to step (6) until all 
validation data sets are traversed; (9) Input the features XTest of the test data set into the saved classifier model, 
and output the predicted label YTest of test set; (10) Utilizes the approach similar as steps 6 and 7 of the method 
introduced in Sect. 2.1 can recognize the target characters in the test set.

3   Experiment and Preprocessing of EEG Signals

This paper uses the data set of the 17th China Postgraduate Mathematical Modeling Competition of “Huawei 
Cup” to verify the proposed method. In this section, de-trending technology based on polynomial regression, 
wavelet threshold noise reduction method combined with median filtering, low-pass filtering and other methods 
are applied to the preprocessing of EEG signals.

3.1   Experiment

The data set provides P300 BCI experimental data of 5 healthy adult subjects (S1-S5) with an average age of 20 
years. In the experiment, each subject can observe a character matrix with 6 rows and 6 columns, as shown in Fig. 
3. The experiment steps are as follows: At first, the subjects are prompted to look at the “target character”, such as 
the gray character “A” above the character matrix in Fig. 3; then, the character matrix enters the blinking mode, 
and each time a row or column of the character matrix is blinked in random order. The duration is 80 milliseconds 
and the interval is 80 milliseconds. When all rows and columns flashed once, the experiment ends. The experi-
ment is repeated for five rounds. When and only when the row or column of the target character that the subject is 
looking at flashes, the P300 potential will appear in the EEG signal.

Fig. 3. The symbol matrix

There are 22 sets of experimental data, of which the first 12 sets are train sets, and the last 10 sets are test sets. 
The experiment uses 20 channels to collect EEG signals at a sampling frequency of 250 Hz, and the recording 
channels are numbered sequentially. The signal acquisition device is equipped with a reference electrode and a 
ground electrode, that is, the signal of the recording channel is the difference between the working electrode and 
the reference electrode. The recording channels and their identifiers are shown in Table 1, and the acquisition 
channels distribution is shown in Fig. 4. The acquisition channels is marked by the red area.
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Fig. 4. Acquisition channels layout of EEG signal

Table 1. Identifi ers of the acquisition channels
Identifi er 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Channel Fz F3 F4 Cz C3 C4 T7 T8 CP3 CP4 CP5 CP6 Pz P3 P4 P7 P8 Oz O1 O2

In the data set, the start label of each round of experiment is the identifi er corresponding to the target character, 
followed by the fl ashing row or column identifi er, and the end label of one round of experiment is “100”. In the 
event labels of the data set, the fi rst line gives the identifi er of the target character and the corresponding acquisi-
tion channel identifi er number, followed by the fl ashing row or column identifi er and the corresponding channel 
number. Each round of the experiment ends with the “100” identifi er and is repeated 5 times in total. After ana-
lyzing the EEG signal, the rows and columns where the P300 potential appears are obtained, and then the recog-
nition result of the target character is judged and compared with the real target character given by the event label 
to verify the correctness of the recognition result. The identifi ers corresponding to the target characters in the 
character matrix are shown in Table 2, and the row and column identifi ers are shown in Fig. 5.

Table 2. Identifi ers of symbols in the matrix
Identifi er 101 102 103 104 105 106 107 108 109 110 111 112 113 114 115 116 117 118
Channel A B C D E F G H I J K L M N O P Q R
Identifi er 119 120 121 122 123 124 125 126 127 128 129 130 131 132 133 134 135 136
Channel S T U V W X Y Z 1 2 3 4 5 6 7 8 9 10

Fig. 5. Identifi ers of rows and columns of the matrix

3.2   Preprocessing of EEG Signals

The EEG signal is weak, the background noise is large. It contains a lot of internal interference of biological sig-
nals, such as eye electricity, ECG, and myoelectric artifacts. And it is susceptible to a variety of external interfer-
ence, such as poor electrode contact, power frequency interference, environmental noise, etc. Therefore, before 
signal analysis and discrimination, it is necessary to preprocess the EEG signals collected in the experiment to 
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eliminate noise and improve the signal-to-noise ratio of event-related potential signals.
Before analyzing the characteristics of the EEG signal, it is necessary to use the least squares method to esti-

mate the best fitting polynomial to remove the trend term and remove the mean value for the original EEG signal. 
It has been verified that if the original signal without detrending is used directly for feature extraction, accurate 
time-frequency domain feature information cannot be obtained and the P300 signal will be overwhelmed by large 
fluctuation trends, which seriously affects the accuracy of analysis and discrimination. Taking the twenty channels 
in the first experiment of S1 subject as an example, the trend interference items in the original signal are obvious-
ly removed, and the signal comparison before and after detrending is shown in Fig. 6.

Fig. 6. Comparison of EEG signals before and after detrending

Before preprocessing the EEG signal, it is necessary to understand the basic characteristics of the EEG signal 
through various signal processing methods. Taking the Fz channel signal of the S1 subject in the first experiment 
as an example, the characteristic analysis conclusions obtained from other channel signals are consistent with it. 
The Morlet wavelet three-dimensional time-frequency diagram is used to obtain the relationship of frequency 
components with time, as shown in Fig. 7. From the figure, the frequency components of the EEG signal in an 
experiment are mainly concentrated in the low frequency band, and the frequency components do not change sig-
nificantly over time.

Fig. 7. Wavelet 3D time-frequency map of the EEG signal in a typical experiment

This paper uses the multi-scale wavelet transform based wavelet threshold denoising method combined with 
the median filtering method to preprocess the EEG signal. The wavelet transform decomposes the original sig-
nal S into approximate information cAi and detail information cDi. The approximate coefficient represents the 
low-frequency component information of the signal, and the detail coefficient represents the high-frequency com-
ponent information. Multi-scale wavelet decomposition will continue to decompose the approximate information 
of the upper layer into the approximate information and detailed information of the next layer, as shown in Fig. 8. 
Noise mostly exists in high-frequency components, that is, the detailed information of wavelet decomposition. By 
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setting a reasonable threshold to limit the detail intensity, the detail coefficients of each layer can only retain the 
part whose absolute value exceeds the threshold, so as to achieve noise reduction and retain valid data informa-
tion, and then reconstruct the denoised EEG signal.

S

cD1cA1

cD2cA2

cD3cA3

Fig. 8. Schematic diagram of wavelet decomposition

In this paper, 3-layer wavelet decomposition is used. Among them, the approximate coefficients of the third 
layer are not subjected to threshold limitation processing, and the detail coefficients of each layer are subjected to 
threshold limitation processing. The threshold value is determined according to the maximum value of the abso-
lute value of the detail coefficient of each layer. After wavelet threshold denoising based on multi-scale wavelet 
transform, the EEG signal is processed by median filtering. Taking the Fz channel signal of the first experiment of 
S1 subject as an example, the signal comparison before and after preprocessing is shown in Fig. 9.
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Fig. 9. Preprocessing effect of the EEG signals in a typical experiment

It can be seen from Fig. 9 that the disturbance and interference information in the original signal is eliminated, 
the main information of the signal is completely retained, and the signal waveform is smoother. And the median 
filter filters the spikes and avoids the spikes’ influence on subsequent analysis. To measure the effect of prepro-
cessing, calculate its signal-to-noise ratio, which is defined as the ratio of signal effective power to noise power, 
as shown in equation (1).

                                                     ( )22

1 1
SNR 10 lg

N N

i i i
i i

x x y
= =

 = ⋅ − 
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∑ ∑  (1)

In equation (1), x is the original signal and y is the denoised signal. The SNR=11.4 is obtained by substituting 
the denoised signal into calculation, which shows that the pre-processing method proposed in this paper works 
well.

Each row or column of the character matrix is a single stimulus for the subject, so the EEG signals obtained 
from the experiment need to be segmented according to the stimulus. To ensure that the segmented signal covers 
the P300 signal information, the segmented signal is taken as a segment 660 ms after stimulus onset. And further 
preprocess each segmented signal segment, including baseline correction and low-pass filtering.

Baseline correction serves to eliminate deviations of the EEG signal relative to the baseline. Although the 
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original signal has been detrended, baseline correction is still necessary because the EEG signal after stimula-
tion occurs is closely related to the adjacent signal segment before stimulation occurs and the EEG signal when 
unstimulated is a spontaneously smooth signal. It is more meaningful to use the adjacent signal segment before 
stimulation as a reference signal against which the post-stimulation EEG signal can be corrected. In this paper, 
the signal in the 100ms period before stimulation is used as the reference signal. In the correction, the mean value 
of the reference signal is obtained first, and the baseline corrected signal is obtained by subtracting the mean val-
ue of the reference signal from the post-stimulation signal. The EEG signal is typically low-frequency, so a low-
pass Butterworth filter with a cut-off frequency of 30Hz was applied to each segment of the signal. The results of 
the baseline correction and low-pass filtering are shown in Fig. 10.
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Fig. 10. Effect of baseline correction and low-pass filtering

4   Feature Extraction and Channel Optimization

4.1   Feature Extraction

The raw EEG signals are multi-channel continuous time domain data with high data dimensionality, and in a BCI 
system, both the target classification accuracy and the information transmission rate have to be considered. So the 
P300 signal segments need to be extracted from signals and construct feature engineering for subsequent model 
training.

This paper selects the hidden layer node values of AutoEncoders (AE) as features. AE is a special three-layer 
neural network, including an input layer, a hidden layer and an output layer, as shown in Fig. 11. The so-called 
automatic encoding means that the output is equal to the input, and the number of hidden layer nodes is lower 
than the dimension of the input layer to achieve data dimensionality reduction. AE with this structure can capture 
the most significant features in the input signal and complete feature extraction. In this paper, EEG signal frag-
ments are used as AE input and output, and the number of hidden layer nodes is set to one third of the input and 
output, that is, the extracted feature dimension is only one third of the original signal fragment. The sigmiod func-
tion is selected as the transfer function in this paper.

X XY
W1 W1

'

Fig. 11. The network structure of AE

4.2   Channel Optimization

In order to identify effective channel data and reduce channel dimensions, channel optimization is required. In 
this paper, the optimal features characterizing the original features are first obtained using the ReliefF algorithm; 
then the importance of each channel is determined based on a recursive feature elimination (RFE) algorithm, 



107

Journal of Computers Vol. 33 No. 3, June 2022

which in turn determines a combination of channels containing different numbers of channels, and evaluates the 
merits of the channel combination in terms of the target character recognition accuracy; finally the optimal chan-
nel combination for generalisation is determined based on the optimal channel combination for each subject. This 
section uses the SVM classifier-based character recognition method for channel optimization.

ReliefF is a multiclass feature selection algorithm proposed by Kononenko [23] in 1994 based on the work of 
KIra [24]. The essence of ReliefF algorithm is to evaluate the merit of features in terms of the ability of a single 
feature to distinguish between nearest neighbor samples. Let there be l (l ≥ 2) classes of sample data, a set of class 
labels of samples C={c1, …, cl}, and a randomly selected sample from the train set data as R. In contrast to the 
traditional Relief, ReliefF selects k samples from each class of sample subset that are closest to R. The k samples 
of the same kind as R form the set H, and the samples that are different from R form the set M(c). The weights of 
the feature vectors are calculated and updated according to equation (2), and this calculation process is repeated 
m times. m is the empirical value.
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where W(f) denotes the weight of feature f, c denotes the class label different from R, p denotes the prior prob-
ability of each class. d (f, R, R0) denotes the distance between samples R and R0 on feature f, which is shown in 
equation (3), where value(f, R) denotes the value of sample R on feature f.

                                        ( ) ( ) ( ) ( )0 0 max min, , , , /d f R R v f R v f R f f= − −  (3)

From the above calculation, it is obtained that the features with high weights have strong classification ability 
and those with small weights have weak classification ability. The feature matrix is input to the ReliefF feature 
selection algorithm process, and the corresponding feature weight vector is output, according to which the fea-
tures with a high percentage of weights are selected to construct the fusion feature matrix with the corresponding 
weights. In this paper, SVM-based RFE is used for channel selection, which was first proposed by Guyon [25] 
in their study of gene selection. SVM-RFE is a method that uses feature ranking to select a subset of features. It 
starts from the full set of features and use the classification performance of the SVM as the basis for feature elim-
ination; then eliminate one feature at a time that has the least satisfactory classification performance for the SVM, 
and iterate until the last feature remains; finally, we output the feature ranking results in terms of the relevance of 
the features.

Based on the fusion feature matrix constructed by ReliefF feature selection and the recognition accuracy, the 
SVM-RFE method is used to obtain a correlation ranking list of 20 channels. The corresponding scores are as-
signed from the ranking. Then the total score of each channel is obtained, whereby the optimal combination of 
channels is determined. To be concluded, channel optimization is implemented by as follows: (1) Apply ReliefF 
feature selection algorithm to obtain the weight ranking of multiple features for different subjects; (2) According 
to the weights obtained in (1), the fusion features of all the features corresponding to the 20 channels are obtained; 
(3) Apply RFE using the fused features to obtain the channel importance ranking; (4) Determine the channel com-
binations of subjects according to the channel scoring and import the channel optimization results to SVM, then 
reduce the number of channels according to the classification accuracy to finalize the best selected channel com-
bination; (5) Comprehensive evaluation of the 5 subjects channel scores to initially determine the generic optimal 
channel combination and import the initial channel optimization results into the SVM classifier, then reduce the 
number of channels according to the classification accuracy to finalize the generic optimal channel combination.

According to the optimized channel combination results obtained, the data of the corresponding channels in 
the S1~S5 subjects data sets were taken to form new training samples for model training and prediction to verify 
the effectiveness of the channel optimization. The prediction accuracy results of S1~S5 subjects with different 
number of channel combinations are shown in Fig. 12, and the optimal channel combination for each subject can 
be determined from the prediction accuracy and cumulative number of channels. The frequency of each channel 
in the optimal channel combination can be obtained by counting the component channels of the optimal channel 
combination for each subject, as shown in Fig. 13. 



108

Semi-supervised Learning Based EEG Detection Approach for Rehabilitation Engineering 

10 11 12 13 14 15 16 17 18 19

Cumulative number of channels

74

76

78

80

82

84

86

88

pr
ed

ic
tio

n 
ac

cu
ra

cy
/%

S1

S2

S3

S4

S5

Fig. 12. Prediction accuracy with different combinations of channels 
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Based on the frequency of occurrence in each optimal channel combination, the channels are ranked from the 
highest to the lowest. The top 10 to 19 channels are selected to form the channel combination, and the SVM based 
target character recognition method is used to predict the results. Take S5 test set as an example, the number of 
data rounds is 5 rounds, and the prediction results are shown in Fig. 14.
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Fig. 14. Prediction results of different combinations with different number of channels

It can be seen from Fig. 14 that when the number of channels is 14, the prediction results of each data set have 
stabilized. When the number of channels is 18, only the row number of one set of data changes. It can be consid-
ered that the combination of the first 14 channels can meet the recognition requirements of the target characters. 
Therefore, the generic optimal channel combination obtained in this paper has a channel number of 14, specifical-
ly {Fz Cz C4 T7 CP5 CP6 Pz P3 P4 P7 P8 Oz O1 O2}, as shown in the blue marked channel in Fig. 15.
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Fig. 15. Layout of the selected channels

From the analysis of Fig. 15, it can be concluded that the P300-related event potentials were mainly distributed 
in the posterior and middle regions of the brain. And the relevant EEG signals were generated in both the left and 
right brain, while the P300-related signals were not easily detected in the anterior half of the brain.

5   Results and Discussion

Based on the extracted AE features and the optimal combination of generic channels determined by channel op-
timization, the character recognition method is validated using data from all five experimental rounds. In this pa-
per, SVM classifier is used for two kind of character recognition methods. The SVM kernel function is chosen as 
a linear kernel function, and the penalty factor C=1 is set. 

Firstly, the dataset of S1~S5 subjects are divided into train set and test set. Let the data sets corresponding to 
the first 12 target characters be the train set and the data sets corresponding to the remaining 10 target characters 
be the test set. It is imported into the process of target character recognition method based on SVM classifier, and 
the test results are shown in Table 3. In fact, char13~char22 are actually {‘M’ ‘F’ ‘5’ ‘2’ ‘I’ ‘T’ ‘K’ ‘X’ ‘A’ ‘0’}.

Table 3. Test results by using target character recognition method based on SVM classifier
char13 char14 char15 char16 char17 char18 char19 char20 char21 char22 Error rate/%

S1 ‘G’ ‘K’ ‘5’ ‘V’ ‘U’ ‘T’ ‘A’ ‘L’ ‘A’ ‘B’ 70
S2 ‘M’ ‘F’ ‘5’ ‘V’ ‘I’ ‘T’ ‘K’ ‘X’ ‘G’ 30
S3 ‘M’ ‘L’ ‘M’ ‘J’ ‘I’ ‘T’ ‘K’ ‘T’ ‘E’ 60
S4 ‘G’ ‘E’ ‘5’ ‘2’ ‘I’ ‘T’ ‘E’ ‘N’ ‘B’ ‘6’ 60
S5 ‘M’ ‘F’ ‘A’ ‘2’ ‘I’ ‘T’ ‘K’ ‘L’ ‘A’ ‘0’ 20

The data sets of S1-S5 subjects are divided into train set, validation set, and test set. Similarly, let the data sets 
corresponding to the first 12 target characters be the train set, the data sets corresponding to the last 5 target char-
acters be the test set, and the data sets corresponding to the remaining target characters be the validation set. The 
test results are shown in Table 4 after importing them into the semi-supervised learning-based target character 
recognition algorithm process proposed in Sect. 2.2.

Table 4. Test results by using target character recognition method based on semi-supervised learning
char13 char14 char15 char16 char17 char18 char19 char20 char21 char22 Error rate/%

S1 ‘M’ ‘F’ ‘5’ ‘2’ ‘I’ ‘T’ ‘K’ ‘X’ ‘A’ ‘A’ 10
S2 ‘M’ ‘F’ ‘5’ ‘2’ ‘I’ ‘T’ ‘K’ ‘X’ ‘5’ ‘0’ 10
S3 ‘M’ ‘F’ ‘5’ ‘2’ ‘I’ ‘T’ ‘K’ ‘X’ ‘A’ 10
S4 ‘M’ ‘F’ ‘5’ ‘2’ ‘I’ ‘T’ ‘E’ ‘X’ ‘B’ ‘0’ 20
S5 ‘M’ ‘F’ ‘5’ ‘2’ ‘I’ ‘T’ ‘K’ ‘X’ ‘A’ ‘0’ 0

By comparing the test results of applying the two target character recognition methods shown in Table 3 and 
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Table 4, it can be seen that both methods are based on the same SVM classifier model, and the error rate of target 
character recognition is significantly reduced by applying the pseudo-labeling method. For S1-S5 experimental 
subjects, the accuracy of semi-supervised based method is significantly improved compared with traditional SVM 
method, and the growth rates of accuracy are 300%, 150%, 225%, 200% and 125% respectively. At the same 
time, the proposed method can greatly improve the classification accuracy of EEG signals for all experimental 
subjects, which proves that the trained classifier model is subject-independent. Due to the appropriate validation 
set is set in this paper, the over fitting phenomenon is effectively prevented. The method proposed in this paper 
can greatly improve the problem of low recognition rate of the target character recognition method based on the 
classifier model.

As we can observe in Table 3, the test error rate of the corresponding data sets of subjects S1, S3 and S4 was 
high. Combined with the actual EEG signals waveform, the signal-to-noise ratio of S1, S3 and S4 EEG signals 
collected from subjects is low. The traditional SVM model is difficult to effectively classify such P300 EEG sig-
nals, which leads to high error rate. In Table 4, the test accuracy of the corresponding data sets of subjects S1, S3 
and S4 has been improved to an acceptable level, which fully shows that the proposed method can be used for the 
classification of P300 EEG signals with low signal-to-noise ratio and can obtain considerable accuracy rate.

The general premise of machine learning methods is “assuming that all samples in the sample space obey inde-
pendent identical distribution”. In fact, the training samples often do not have overall representativeness. There is 
a “learning blind spot” phenomenon which means that there are some individual cases that are not easily learned, 
so that the train and test sets do not meet the independent identical distribution condition. In other words, the 
model obtained from the train set alone is not representative and cannot meet the classification accuracy require-
ment. By using the semi-supervised learning method of pseudo-labeling, samples from the validation set that are 
not in the feature space of the training samples can be continuously added to the model for training to achieve dy-
namic adjustment of the training sample distribution. With the increase of training times, the model will be more 
representative and the prediction accuracy will be higher. The final recognition results in this paper reflect the 
superiority of the pseudo-labeling based semi-supervised learning method and its short training time. This means 
that the proposed method can be integrated into the edge computing device to complete the classification and pre-
diction of P300 EEG signals in real time, and the P300 speller can really become practical.

6   Conclusion

This paper proposes a semi-supervised learning method for EEG signal analysis, and validates the effective-
ness of the proposed method based on the data set of the 17th China Graduate Student Mathematical Modeling 
Competition of “Huawei Cup”. In the validation stage, the data are preprocessed with multi-scale wavelet thresh-
old noise reduction to obtain P300 signal fragments with high signal-to-noise ratio. A feature representation 
method based on AE mapping features is adopted. ReliefF algorithm and RFE method are used to determine the 
universal optimal channel combinations and significantly improve the target character recognition accuracy, and 
this makes the classifier model based on the optimized channel subject-independent. In particular, the semi-su-
pervised learning-based target character recognition method proposed in this paper can accomplish classification 
recognition well under the condition of limited number of training samples, and its accuracy and efficiency are 
higher, and the recognition accuracy is no less than 80% in the data set of this paper. The classification accuracy 
of proposed method is up to three times higher than that of typical SVM classifier. The semi-supervised learning 
framework proposed in this paper can enhance the traditional EEG classification methods, robustly process EEG 
signals with low signal-to-noise ratio on the premise of requiring a small number of labeled training samples, and 
the trained classification model is object independent. Compared with the deep learning method, the proposed 
method has the characteristics of light weight and high efficiency.

Considering that the semi-supervised learning based P300 EEG signal classification method proposed in this 
paper can improve the accuracy of traditional P300 EEG signal classification methods, the follow-up research 
will be carried out from two aspects: 1. Extend the proposed semi-supervised learning framework to other tra-
ditional P300 EEG signal classification methods based on machine learning classifier models such as random 
forest; 2. Extend the semi-supervised learning method to EEG signal identification models of other experimental 
paradigms, such as motor imagination signals. The ultimate goal is to apply different paradigms of BCI to clinical 
therapists.
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