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Abstract. The configuration of electronic products is an important means to meet the diverse and personal-
ized needs of users and achieve mass customization, and one of its goals is to recommend an excellent bill 
of material to users according to users’ individualized needs and preferences. Current research describes the 
configuration of electronic products as a single-objective optimization model, which suffers from the problems 
of single recommended configuration and difficulty in meeting the dynamic adjustment of user preferences. 
Therefore, we describe it as a multi-objective optimization model and propose an NSGA-III-FR algorithm to 
solve the model. In order to balance the convergence and diversity of the algorithm, NSGA-III-FR has made 
two improvements on the basis of NSGA-III with information feedback models: introducing adaptive param-
eters to balance NSGA-III-F1 and NSGA-III-R1; and using Angle Penalized Distance (APD) to improve the 
niche technology. The experimental results show that our modified method can achieve better performance 
compared with the other three algorithms.
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1   Introduction

With the popularity of the Internet and the rapid development of e-commerce, electronic products have become 
an essential tool for people. With the wide range of industries involved in electronic products and the rapid re-
placement of electronic products, the demand for electronic products has been diversified and personalized at an 
accelerated rate, and it is an urgent need for enterprises to design electronic products which meet the needs of us-
ers quickly and efficiently. Product configuration, as an important means to realize mass customization, can meet 
the diversification and individualization of user needs, and has received more and more attention from enterpris-
es. The implementation of product configuration depends on flexible configuration models and efficient solution 
methods [1], and electronic products often involve more accessories, each of which has a variety of brands and 
models, increasing the difficulty of product configuration.

To enable active user participation in the product configuration process, some interactive evolutionary com-
putation (IEC) is used for product customization [2-3], but they require user participation in mass individual 
adaptation and are prone to user fatigue. In the Internet era, the exponential growth of information on electronic 
products has led to information overload. As a result, users have to spend a lot of time looking for the informa-
tion they need [4]. The parameters of electronic products are specialized and incomplete. It is difficult for users 
to have enough expertise to choose the electronic product they are satisfied with [5], so a fast and profession-
al product configuration facilitates users to improve the efficiency of product selection. The current electronic 
product configuration design ignores how to specify users’ personalized needs. Therefore, Han [6] constructed a 
single-objective optimization model for CTO order recommendation of electronic products, but it is not enough 
to meet the variability of user preferences, and often can only recommend a priority scheme. Nowadays, most 
product configuration design is a multi-objective optimization problem. For different types of products, product 
configurations [7] are described according to their characteristics, which include form, function, quality, etc. Wei 
[8] constructs a configuration model with performance, cost, and delivery time as objectives. Song [9] constructs 
a product configuration model with service performance, cost, and response time as objectives. 

The NSGA-III proposed by Deb [10] has received much attention in solving multi-objective optimization 
models. The basic framework of NSGA-III is similar to NSGA-II [11]. The main difference between NSGA-III 
and NSGA-II is individual selection, i.e., replacing the congested distance with a selection based on reference 
points to obtain a more uniform Pareto front. This effect is confirmed by practical and empirical results in the lit-
erature [12]. NSGA-III or its improved algorithms have been used to solve multi-objective optimization problems 
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successfully in many fields, such as power systems [13], satellite image detection [14], cargo distribution [15], 
desalination [16], esterification processes [17], and intrusion detection [18]. However, the performance of NSGA-
III in solving configuration problem of electronic products is rarely verified.

Since NSGA-III has good performance on multi-objective models, this paper has applied it to solve multi-ob-
jective electronic product configuration models. The main contributions of this paper are as follows:

1) Based on the literature [6], the product configuration problem of electronic products is described as a 
multi-objective optimization model that considers three optimization objectives: functional target positioning 
closeness, cost and energy consumption. 

2) An improved NSGA-III algorithm with information feedback (NSGA III-FR) is proposed to solve a 
multi-objective optimization model for electronic product configuration. NSGA III-FR balances NSGA III-F1 and 
NSGA III-R1 by adaptive parameter settings to better exploit their advantages and dilute their deficiencies; NSGA 
III-FR also introduces an angular penalty distance to improve the niche technology.

3) According to the dataset [6], the performance of NSGA-III, NSGA-III-F1, NSGA-III-R1 and NSGA-III-
FR in solving multi-objective optimization models for electronic product configurations is compared from several 
perspectives through experiments.

In this paper, the configuration design of electronic products is described as a multi-objective optimization 
model and is solved using an improved NSGA-III algorithm with information feedback models. The rest of the 
paper is as follows. Section 2 describes the related work. Section 3 provides a multi-objective optimization model 
for the configuration of electronic products. Section 4 proposes NSGA-III-FR (improved NSGA-III with informa-
tion feedback models) and applies APD (angular penalty distance) in NSGA-III-FR to improve the niche technol-
ogy. Section 5 shows the experimental results. Finally, Section 6 provides our conclusions.

2   Related Work

In the electronics industry, mass customization is an effective way to improve operations, but it requires extensive 
development of product architecture to achieve and implement mass customization [19]. Product configuration is 
one of the key technologies of mass customization [8, 20]. Product configuration is the process of designing indi-
vidual customer requirements based on a variable product model based on user needs [21]. Wang et al. reviewed 
the research status of product configuration design from the aspects of customer demand analysis, configuration 
modeling, and configuration solution, and pointed out further research directions [22]. 

Du [23] developed a multi-objective optimization model considering cost and user satisfaction to optimize 
product configurations using a hybrid ant colony algorithm. Long [24] developed a multiclass vector machine 
model to configure a specific product service system (PSS) to meet customer needs based on product service sys-
tem configuration. Lei [25] constructed a multi-objective optimization model with product configuration cost, car-
bon emission and product reliability as optimization objectives, where the core is product reuse. In [26], the cor-
relation between the attribute parameters of the configuration unit of the product instantiation order was focused. 
Dong [27] proposed an ontology-based modeling approach for service product configuration. Zhao [28] integrat-
ed Kano model-based customer requirements into product configuration design and transformed the model results 
into a multi-objective function in a hybrid nonlinear programming model. Wang [29] focused on demand-driven 
product configuration design, but used a hierarchical attention network approach. Although the above research fo-
cused on product configuration, it’s different from our focus. Our focus is consistent with the literature [6] which 
uses a genetic algorithm to find the optimal solution and recommends it to users by building a single-objective 
optimization model. However, the single-objective model is not suitable for recommending multiple excellent 
solutions, and it is not convenient for users to adjust the preference weight at any time. Therefore, we try to de-
scribe the product configuration problem as a multi-objective optimization model.

In recent years, many scholars have solved multi-objective models for product configurations by multi-objec-
tive genetic algorithms. Zhan [30] constructed a product configuration model with the objectives of performance, 
cost and delivery time, and designed an improved non-dominated ranking genetic algorithm NSGA-II to solve the 
multi-objective optimization model and recommend configuration scheme preferences based on customers. Cheng 
[31] used the non-dominated ranking genetic algorithm NSGA-II to solve a multi-objective optimization model 
of collaborative manufacturing chain based on time series constraints to achieve sharing and optimal allocation of 
manufacturing resources. Altiparmak [32] designed a supply chain network model with the objectives of cost, ser-
vice level and resource utilization, and compared the model solution results with a simulated annealing algorithm 
based on an improved genetic algorithm. Kuriakose [33] used a multi-objective optimization approach based on 
non-dominated ranking genetic algorithm (NSGA-II) to optimize the wire-cutting process. Several studies have 
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proposed some improved NSGA-Ш algorithms, and Sang [34] proposed an improved genetic algorithm NSGA-
III-APEV to solve a multi-objective shop floor scheduling model. Khettabi [35] designed a multi-objective recon-
figurable manufacturing system model, experimentally compared four genetic algorithms, and analyzed the effect 
of genetic operators on the convergence of NSGA-III. Liu [36] proposed the NSGA-III-GKM algorithm using 
genetic K-mean clustering algorithm for clustering reference points, which has better diversity and convergence. 
Xue [37] used a maximum ranking strategy to improve the NSGA-III algorithm. Among others, this improved 
NSGA-III balances convergence and diversity by adaptive parameter settings to achieve better performance. 
However, these improved methods do not take into account the potentially useful information before generating 
new parent populations. 

Information feedback models have been increasingly applied to intelligent algorithms. In recent years, many 
researchers have done extensive studies in this area, such as teaching learning based optimization (TLBO) [38], 
particle swarm optimization (PSO) [39], artificial bee colony (ABC) [40], and dandelion algorithm (DA) [41]. 
These algorithms which apply the information feedback models have been proved experimentally to have better 
performance. The core of the information feedback models is to use the previous useful information to guide the 
subsequent behaviors, making up for the shortcomings of wasting a lot of useful information. Wang [42] intro-
duced information feedback to heuristic algorithms for the first time. Zhang [43] added information feedback 
models to the multi-objective algorithm for the first time, which uses information from previous iterations to up-
date the current information through a weighted fitness function. Gu [44] applied information feedback models 
to NSGA-III and compared six information feedback models showing that NSGA-III-F1 and NSGA-III-R1 have 
better performance.

For the multi-objective optimization problem of electronic product configuration design, we propose an infor-
mation feedback model NSGA-III-FR. NSGA-III-FR improves the convergence and diversity of algorithm by 
using previous information to update the current information. The improved algorithm can provide more accurate 
and uniformly spaced solutions for the configuration design of electronic products. The specific details will be ex-
plained later in the paper.

3   The Multi-objective Optimization Model of Electronic Product Configuration Design

The single-objective optimization model was constructed by [6]. We describe the electronic product configuration 
design as a multi-objective optimization model, that is, maximizing function positioning closeness (µ ), minimiz-
ing cost ( sc ), and minimizing power consumption ( sp ).

µ represents the number of indicators for product function positioning closeness, which is calculated by

                                                                        
1

=
u

i i
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wµ µ
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⋅∑  .                                                                      (1)

where iw is the weight vector of the i-th indicator. iµ  is the closeness of the i-th indicator, which adopts the mea-
surement of [6].

sc is the normalized cost of the electronic products, which is given by
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−
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−
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where mincost and maxcost are the minimum and maximum values of all possible electronic product costs, respec-
tively. The cost of an electronic product is given by
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where n is the total number of accessories, im  is the total number of the i-th accessory, ijx (i =1, 2,..., n ; j =1, 
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2,…, n) is a 0-1 variable, ijx =1 represents that the j-th model is selected for the i-th accessory, ijprice is the cost 

of the j-th model selected of the i-th accessory, and 0price  is the fixed cost.
sp is the normalized power consumption of electronic products, which is given by

                                                           min

max min

power powersp
power power

−
=

−
 .                                                           (4)

where minpower and maxpower are the minimum and maximum power consumption of all possible electronic 
products, respectively. The power consumption of an electronic product is given by

                                                 0
1 1

imn

ij ij
i j

power x power power
= =

= ⋅ +∑∑  .                                                 (5)

where ijpower  is the cost of the j-th model selected of the i-th accessory, and 0power  is the adjusted power con-
sumption.

4   Improving NSGA-III with Information Feedback Models

The configuration design model of electronic products in this paper is essentially a multi-objective combinatorial 
optimization problem. The NSGA-III algorithm has achieved good performance in solving such problems. With 
the introduction of information feedback models, NSGA-III can balance convergence and diversity better. Based 
on the multi-objective optimization model of electronic product configuration design, we establish a new solution 
model NSGA-III-FR by improving the information feedback strategy and the niche technology.

4.1   NSGA- III-FR

The NSGA-III-FR algorithm used to solve the configuration model for electronic products is an improvement on 
the information feedback NSGA-III algorithm, which is consistent with the NSGA-III framework (Fig. 1) and in-
volves the main steps as following:

Step 1: Initialize the population and create reference points. The chromosomes of the population are coded 
with n real numbers (n is the number of accessories of electronic products). The i-th real number, an integer value 
from [0, im ] ( im  is the number of models available of i-th accessory), represents the code of the model selected 
of i-th accessory. The initial population consists of a set of random sample values which obey a standard normal 
distribution, and its size is N. Considering that there are three optimization objectives, we divide each objective 
into four parts, and set a total of 15 reference points, that is, Z={1, 2, …, 15}.

Step 2: Generate a new population tQ . The generation of a new population tR  requires two steps: first, tP  

generates chromosome tU by the crossover and mutation operation. Crossover and mutation operations are con-

ventional, that is, to simulate binomial crossover [45] and polynomial mutation [46]. Second, tQ is generated 

by tP  and tU using information feedback strategy. tR  is generated by the offspring population tQ  and the parent 

population tP , that is, ( )t t tQ P R= . The information feedback strategy is discussed in detail in Section 4.2. 

Step 3: Screen out a new population 1tP+ . Firstly, perform on-dominated sorting on tR  and divide it into dif-

ferent non-dominated solution sets ( )1 2, ,..., wF F F . The next step is to move one non-dominated solution set to 

tS  each time, start with 1F , until tS N≥  is satisfied for the first time. ( tS is the number of solutions in tS ). 
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Choose 1tK N P+= − individuals from 1F  to add to 1tP+ according to the selection. The specific selection is de-
tailed in Section 4.3.

Fig. 1. The flowchart of NSGA-III

4.2   Information Feedback Models and Its Improvement 

An information feedback model refers to an optimization strategy that extracts information from the previous 
population and feeds it back to the offspring through weight coefficients, so as to reuse the previous useful infor-
mation. Gu [44] showed that the model works best when only considering the information of the t-th population 
to update the (t+1)-th population in the iterative process. At this time, the individual of the (t+1)-th population can 
be expressed by  

        
1

1 1
+1 +1
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t t ti i
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 .                                                     (6)

where t
iu represents the i-th individual of the t-th population generated by the original NSGA-III. t

is  and t
if rep-

resent the i-th individual of the t-th population and its fitness, respectively. The final fitness of an individual s is 
the weight average of the fitness of the three optimization objective. 1( ) 1f s µ= − , 2 ( )f s sc= and 3( )f x sp= are 

the fitness of the individual’s three optimization objectives, respectively, that is, function target closenessµ , cost 
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sc and price sp . The final fitness of the individual s  is expressed by 

          
3

1
( ) ( )i i

i
f s f sϕ

=

= ⋅∑  .                                                                 (7)

where 1ϕ , 2ϕ , 3ϕ  are weight coefficients, reflecting the user’s preference for each optimization objective, which 

must satisfy 1 2 3 1ϕ ϕ ϕ+ + = . According to the value of k, it can be divided into the model NSGA-III-F1 or the 
model NSGA-III-R1. When k =i, it is NSGA-III-F1; when k is a random integer from 1 to N, it is NSGA-III-R1. 
Generally speaking, NSGA-III-R1 has fast convergence speed, but it is highly likely to fall into partial conver-
gence. NSGA-III-F1 has better diversity, but the convergence speed is slow a little. In order to balance the con-
vergence and diversity better, the adaptive parameter [0,1]θ ∈ is proposed. When a new individual is generated 
each time, the model NSGA-III-F1 is selected with probability θ, but the model NSGA-III-R1 is selected with 
probability 1-θ. The value of θ is expressed by

           (1 )
1

t
Te

β

αθ
−

=
+

 .                                                                    (8)

where t and T are the current number of iteration and the total number of iterations, respectively. α and β are ad-
justable parameters. α is chosen from [0,1], and 0β > . At the beginning of the iteration, t is relatively small and 
θ is also small. Therefore, the model tends to be NSGA-III-F1 to prevent partial convergence and improve the 
diversity of NSGA-III. At the end of the iteration, t is relatively large and θ is also large. Thus, the model tends to 
be NSGA-III-R1 so as to reduce the damage of convergence. 

4.3   Improved Niche Technology

NSGA-III uses niche technology to select K individuals from 1F  to add to 1tP+ . The original strategy is to pref-
erentially select the individuals with the smallest vertical distance from the associated reference lines. However, 
this strategy may cause some bad consequences. At the beginning of the iteration, the population has insufficient 
convergence. At the later stage of the iteration, the population is too concentrated in a small partial area near the 
Pareto Front, resulting in poor diversity. For this problem, Penalty-based Boundary Intersection (PBI) distance 
[47], Angle Penalized Distance (APD) [48] and other methods have been proposed to replace vertical distance. In 
comparison, APD considers the impact of the iterative process; thus, it can balance convergence and diversity of 
the population dynamically.

Combined with the configuration design model of electronic products, for individual s in lF , APD(s) can be 
expressed by the following steps:

Step 1: Calculate the degree of convergence of the individual. For the individual s from tS , the distance ( )d s

from the objective function to the ideal points is used to measure its convergence. Therefore, ( )d s is given by 

                                                              
3

min 2( ) ( ( ) )i i
i

d s f s Z= −∑  .                                                           (9)

where min
iZ represents the minimum value of the i-th optimization objective in the population tS . 

Step 2: Calculate the distribution of individuals. The distribution of the individual s  is measured by the angle 
( )sγ  between the individual s and the associated reference lines. For comparison, we normalize it as '( )sγ using 

Eq. (10). Therefore '( )sγ  is given by 
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min'( ) ( ) / ( )s s sγ γ γ=   .                                                               (10)

where min ( )sγ is the minimum value of the angle between the individual s and all reference lines.
Step 3: Calculate the individual’s APD, the APD of the individual s is given by

APD( ) (1 3 ( ) '( )) ( )ts s d s
T

ε γ= + ⋅ ⋅ ⋅  .                                              (11)

where ε is an adjustable parameter, which can controls the change of APD(s) in the iterative process. Eq. (11) 
shows at the beginning of the iteration, APD is influenced mainly by the degree of convergence of the individu-
al, that is, ( )d s . As the iteration progresses, the impact of APD on the distribution of individuals is increasing. 
Therefore, to select individuals by APD can balance convergence and diversity of the algorithm dynamically.  

jρ  represents the niche count of the j-th reference point from the reference point set Z. We need to calculate 

the niche count jρ  value. Next, we give the detailed algorithm about niche technology using APD as follows.

program niche (K, Pt+1, Fl, Z)
Calculate the niche count ρi of reference point i from Z;
begin  

     k := 1; 
     repeat
     k := k + 1;

Find the reference point j with the lowest niche count ρj value and
 choose one randomly if there are more than one members;

     Find individuals in set Fl associated with the reference point j and
     put them into the set Ij; 

if (ρj ==0) {
        if(Ij≠ø) {
          Find individual s with the lowest APD(s) value from Ij;
          Add s to Pt+1, and remove s from Fl;
          ρj := ρj + 1; 
        }
        else  
          Remove j from set Z;

}
else {
Find the individual s from Ij to minimize f(s);
Add s to Pt+1, and remove s from Fl;

        ρj := ρj + 1; 
}

until (k>K)
end.

4.4   Discussion of the Limitations of the Algorithm

To balance the convergence and diversity of the algorithm, we introduce three adjustable parameters α, β and ε. 
The values of these three parameters will affect the performance of the algorithm, and their reasonable values are 
related to the specific problems. In our subsequent experiments, the values of these three parameters are given 
based on experience and experimental comparison results. Next, we will pay more attention to the problem of 
taking the values of these three parameters.
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5   Experiment Analysis

In this Section, we do some experiments by using the NSGA-III-FR algorithm, the original NSGA-III [10], 
NSGA-III-F1 [44], and NSGA-III-R1 [44] to solve multi-objective optimization configuration design model of 
electronic products. Then, these experimental results will be compared and analyzed their performance. 

5.1   Experimental Setting

We use the dataset of [6]. In this dataset, the desktop PC is considered as the research object and there are 348 
records. Each record involves 10 accessories such as CPUs, GPUs, hard disks, keyboards, headsets, etc. In the 
experiment, the relevant parameters are set as follows: the population size N is 100, the crossover probability cP  

and the mutation probability mP  are both 1, the crossover parameter cη  and mutation parameter mη  are both 20, 
and the adjustable parameter α, β and ε are 0.5, 3, 2, respectively.

5.2   Performance Metrics

The fitness value is used to measure the user satisfaction of the electronic product configuration results [6, 49], 
and we measure the fitness value of product configuration scenarios by Eq. (7). Since Eq. (7) uses negative fac-
tors, the lower the fitness value, the higher the user satisfaction.

In order to evaluate the convergence and diversity of the algorithm, Spacing [11], Generation Distance (GD) 
[50], Inversion Generation Distance (IGD) [51] and Hypervolume (HV) [52] are denoted as classical performance 
metrics. Assuming that P is a certain solution set, N  is the size of the solution set P , P∗ is the reference point 

set of the population P∗ , id  is the minimum Euclidean distance from individual i in P  to P∗ , and d − is the 

mean value of all id . Moreover, Spacing, GD, IGD, and HV are explained as follows: 
Spacing represents the standard deviation of the minimum distance from each solution to other solutions. 

Spacing is a classic performance metric that measures uniformity of the solution set. The smaller the value, the 
more uniform the solution set. The Spacing value of the solution set P  is given by 

                                                  
2

1

1Spacing( )= ( )
1

N
ii

P d d
N

−
=

−
− ∑ .                                                     (12)

GD represents the average minimum distance from each individual in the solution set to the reference points. 
The smaller the GD value, the better the convergence. The GD value is given by

                                                     
2

1( , *)
N

ii
d

GD P P
N
== ∑  .                                                                       (13)

IGD represents the average value of the distance from each reference point to the nearest solution. The smaller 
IGD value, the better overall performance of the algorithm. The IGD value can be given by 

2
1( *, )
*

N
ii

d
IGD P P

N
== ∑  .                                                                  (14)

where *N is the number of reference points.
HV represents the volume of the area in the target space enclosed by the non-dominated solution set and the 

reference points obtained by the algorithm. The larger the value, the better the overall performance of the algo-
rithm. The HV value can be given by
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1

( *, ) ( )N
ii

HV P P vδ
=

=   .                                                              (15)

where δ represents the Lebesgue metric used to measure the volume, and iv  represents the hypervolume formed 

by P∗  and the i-th individual in P .

5.3   Comparisons of NSGA-III-FR with Three Other Algorithms

Fig. 2 compares the fitness values of the four algorithms (average of 10 iteration results). From the figure, we can 
see that NSGA-III-FR has the lowest fitness value in ten different iterations. There is little difference between 
NSGA-III-F1 and NSGA-III-R1, which is about 9% higher than NSGA-III-FR and about 5% lower than NSGA-
III. In terms of the effect of the number of iterations, NSGA-III shows a trend of decreasing fitness as the number 
of iterations increases. The other three algorithms have some fluctuations, but there is no significant rising and 
falling trend. This indicates that NSGA-III-FR can obtain understandable results after 100 iterations.
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Fig. 2. Comparison chart of fitness values of four algorithms

Fig. 3 further compares the standard deviation of the fitness value of the four algorithms. As can be seen from 
the figure, the standard deviation of NSGA-III-FR is better than the other three algorithms, which indicates that 
NSGA-III-FR performs better than the other three algorithms.

Fig. 4 shows the comparison results of the four algorithms in terms of Spacing values. It can be seen that 
NSGA-III has a higher Spacing value than the other three algorithms in ten different iterations. Therefore, it 
means that the algorithms with information feedback models have a more uniform solution set than NSGA-III. 
The information feedback models use the previous useful information to update the current information, making 
up for the shortcomings of wasting useful information, which makes the solution set distributed more evenly.

Table 1 shows the comparison results of the four algorithms in terms of GD values. The average and standard 
deviation of GD values are presented by AVG and SD, respectively. The bold font indicates that the algorithm 
has the best performance in this iteration. It can be observed from the table that NSGA-III-FR achieves the best 
results for different number of iterations, whether it is the average or standard deviation of GD. From the effect of 
the number of iterations, NSGA-III-F1 shows a slight increase trend with the increase of the number of iterations, 
while the other three algorithms only show slight fluctuations. It shows that NSGA-III-F1 is easier to fall into lo-
cal convergence than the other three algorithms.
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Fig. 3. Comparison chart of standard deviation of fitness values of four algorithms
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Fig. 4. Comparison chart of Spacing values of four algorithms

Table 2 shows the comparison results of the four algorithms in terms of IGD values. The average and standard 
deviation of IGD values are presented by AVG and SD, respectively. The bold font indicates that the algorithm 
has the best performance in this iteration. As can be seen from Table 2, NSGA-III-FR performs best in most iter-
ations. When the number of iterations is 300 and 900, respectively, NSGA-III-R1 has the best performance, fol-
lowed by NSGA-III-FR. NSGA-III-R1 outperforms NSGA-III-F1 in six iterations (when the number of iterations 
is 100, 300, 400, 600, 900 and 1000, respectively), and NSGA-III-F1 and NSGA-III-R1 have the same perfor-
mance when the number of iterations is 800. IGD is a classical metric for evaluating the convergence and diver-
sity of the algorithm. From the experimental results, it can be seen that NSGA-III-FR has the best performance, 
followed by NSGA-III-R1. In terms of the effect of the number of iterations, we can see that the fluctuations of 
the AVG values of the four algorithms, NSGA-III-FR, NSGA-III-R1, NSGA-III-F1, and NSGA-III, range from 
[0.289, 0.296], [0.286, 0.299], [0.294, 0.306], and [0.301, 0.311], respectively. It can be seen that the IGD value 
of NSGA-III-FR is least affected by the number of iterations, followed by NSGA-III. This indicates that the per-
formance of NSGA-III-R1 and NSGA-III-F1 is unstable, while NSGA-III-FR improves this.



91

Journal of Computers Vol. 33 No. 4, August 2022

Table 1. Comparison results on GD values of NSGA-III-FR with three other algorithms
The number
of iterations NSGA-III  NSGA-III-F1 NSGA-III-R1 NSGA-III-FR

100 AVG
SD

2.31e-2
2.37e-3

1.88e-2
3.00e-3

1.88e-2
2.53e-4

1.79e-2
1.17e-3

200 AVG
SD

2.09e-2
2.08e-3

2.10e-2
2.61e-3

2.05e-2
2.19e-3

1.74e-2
1.79e-3

300 AVG
SD

2.22e-2
2.53e-3

1.99e-2
2.18e-3

1.86e-2
1.09e-3

1.77e-2
8.77e-4

400 AVG
SD

2.06e-2
2.49e-3

2.20e-2
4.54e-3

2.06e-2
3.78e-3

1.85e-2
5.22e-4

500 AVG
SD

2.24e-2
2.62e-3

2.08e-2
2.78e-3

2.17e-2
2.58e-3

1.73e-2
1.91e-3

600 AVG
SD

2.34e-2
6.93e-5

2.05e-2
2.14e-3

1.86e-2
4.19e-3

1.81e-2
8.38e-4

700 AVG
SD

2.18e-2
2.27e-3

1.95e-2
8.53e-4

1.87e-2
3.88e-3

1.74e-2
1.87e-3

800 AVG
SD

2.22e-2
2.14e-3

2.01e-2
2.87e-4

1.97e-2
4.52e-3

1.87e-2
3.76e-4

900 AVG
SD

2.43e-2
2.49e-4

2.16e-2
2.80e-3

2.04e-2
2.93e-3

1.77e-2
1.51e-3

1000 AVG
SD

2.33e-2
1.92e-3

2.33e-2
4.64e-4

1.98e-2
2.51e-3

1.78e-2
2.25e-3

Table 2. Comparison results on IGD values of NSGA-III-FR with the other three algorithms
The number
of iterations NSGA-III  NSGA-III-F1 NSGA-III-R1 NSGA-III-FR

100 AVG
SD

3.01e-1
1.23e-2

2.96e-1
5.76e-3

2.94e-1
5.04e-3

2.90e-1
8.28e-3

200 AVG
SD

3.11e-2
3.69e-3

2.95e-1
7.14e-3

2.99e-1
6.68e-3

2.89e-1
4.35e-3

300 AVG
SD

3.06e-1
5.06e-3

2.94e-1
8.87e-3

2.86e-1
3.42e-3

2.89e-1
9.89e-3

400 AVG
SD

3.05e-1
7.27e-3

3.06e-1
7.80e-3

2.98e-1
5.70e-3

2.92e-1
3.06e-3

500 AVG
SD

3.01e-1
1.02e-2

2.94e-1
1.28e-2

3.02e-1
1.35e-2

2.90e-1
6.44e-3

600 AVG
SD

3.06e-1
3.03e-3

2.98e-1
5.87e-3

2.93e-1
8.58e-3

2.89e-1
2.94e-3

700 AVG
SD

3.09e-1
5.48e-3

2.96e-1
1.06e-2

2.99e-1
9.97e-3

2.91e-1
6.86e-3

800 AVG
SD

3.08e-1
7.65e-3

2.95e-1
4.31e-3

2.95e-1
8.70e-3

2.92e-1
2.85e-3

900 AVG
SD

3.11e-1
6.08e-4

3.04e-1
1.21e-2

2.94e-1
1.09e-2

2.96e-1
9.24e-2

1000 AVG
SD

3.06e-1
3.97e-3

3.01e-1
4.59e-3

2.95e-1
8.46e-3

2.93e-1
5.38e-3

Table 3 shows the comparison results of the four algorithms in terms of HV values. The average and standard 
deviation of HV values are presented by AVG and SD, respectively. The bold font indicates that the algorithm has 
the best performance in this iteration. From the table, we can see that NSGA-III-FR performs best in eight itera-
tions among ten different iterations (from 100 to 1000). When the number of iterations is 300, NSGA-III-R1 per-
forms the best, followed by NSGA-III-FR. When the number of iterations is 800, NSGA-III-F1 performs better 
than NSGA-III-FR. Overall, NSGA-III-FR performs the best, NSGA-III-F1 and NSGA-III-R1 have similar per-
formance, but NSGA-III performs the worst. In terms of the effect of the number of iterations, the fluctuations of 
the HV values of these four algorithms are highly similar to those of IGD, indicating that NSGA-III-FR is more 
stable than NSGA-III-F1 and NSGA-III-R1.
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Table 3. Comparison results on HV values of NSGA-III-FR with the other three algorithms
The number
of iterations NSGA-III  NSGA-III-F1 NSGA-III-R1 NSGA-III-FR

100 AVG
SD

1.44e-1
2.31e-2

1.55e-1
7.65e-3

1.59e-1
1.10e-2

1.69e-1
1.97e-2

200 AVG
SD

1.28e-1
6.83e-3

1.55e-1
1.75e-2

1.48e-1
1.11e-2

1.74e-1
8.34e-3

300 AVG
SD

1.34e-1
9.85e-3

1.59e-1
1.95e-2

1.75e-1
8.78e-3

1.72e-1
1.99e-2

400 AVG
SD

1.39e-1
1.32e-2

1.37e-1
1.74e-2

1.50e-1
1.00e-2

1.65e-1
8.32e-3

500 AVG
SD

1.43e-1
2.01e-2

1.58e-1
2.57e-2

1.44e-1
2.63e-2

1.74e-1
1.11e-2

600 AVG
SD

1.32e-1
4.67e-3

1.49e-1
1.17e-2

1.65e-1
2.15e-2

1.71e-1
9.75e-3

700 AVG
SD

1.31e-1
1.22e-2

1.56e-1
1.77e-2

1.54e-1
2.20e-2

1.73e-1
5.80e-3

800 AVG
SD

1.31e-1
1.11e-2

1.67e-1
8.64e-3

1.60e-1
2.46e-2

1.64e-1
4.65e-3

900 AVG
SD

1.23e-1
7.42e-4

1.41e-1
2.27e-2

1.59e-1
2.45e-2

1.61e-1
1.63e-2

1000 AVG
SD

1.33e-1
3.94e-3

1.48e-1
5.41e-3

1.55e-1
1.65e-2

1.65e-1
1.37e-2

 
6   Conclusion

The configuration design is the process of finding the optimal configuration list according to user needs and pref-
erences. For electronic products, this often means selecting the appropriate instance for each core component. 
In this paper, we describe this process as a multi-objective optimization model that considers three optimization 
objectives of functional target positioning closeness, cost, and power consumption. To solve this model, we pro-
pose an improved algorithm NSGA-III-FR based on the existing information feedback NSGA-III algorithm by 
introducing adaptive parameters and APD. Extensive experiments make a conclusion that our method can achieve 
better user satisfaction and have better convergence and stability.

Our method also has some deficiencies: (1) the correlation between product accessories and inventory infor-
mation are not considered when building the product configuration design model; (2) NSGA-III-FR we proposed 
involves three adjustable parameters, and the way they are regulated still needs to be discussed. These will be the 
goals of our next work.
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