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Abstract. Profitable load dispatch (PLD) is a typical multi-constrained nonlinear optimization problem 
considered an essential vital part of the power system to achieve energy-saving and consumption reduction. 
Dealing with the PLD problem using additional methods, e.g., gradient computing quadratic programming, 
would suffer from computational time complexity. The swarm intelligence optimization algorithm is one of the 
most promising effective ways of dealing with nonlinear optimization problems like the PLD issue. Golden 
Eagle optimizer (GEO) is a recent robust swarm intelligence optimization algorithm that has advantages as 
a few parameters, easy implementation, and powerful search capability. This study suggests a solution to the 
actual operation constraints of the power system of the PLD model based on novel GEO. The sum of a series 
of piecewise quadratic polynomials is modeled for the fitness function as the cost function used for figuring 
optimization out by the first-time GEO. In the experimental section, the IEEE-bus benchmark of 15 and 40-
unit test systems are used as the case study to test the performance of the proposed scheme system. The results 
show that the proposed scheme can solve the power system PLD problem with good robustness and significant 
economic benefits. 
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1   Introduction

The power system’s load dispatch determines the output of each power generating unit in a given period [1]. The 
load demand is provided so that each branch can share the load demand while still meeting the actual limits and 
reducing the overall system’s total operating cost [2]. Profitable load dispatch (PLD) is a critical issue in mod-
ern power systems, and it plays a crucial role in improving power system economics [3]. A power system load 
economic dispatch model considers the upper and lower limit restrictions and power balancing requirements [4]. 
Many actual nonlinear constraints in the power system operation, such as unit forbidden zone constraints, valve 
point effects, and ramp rate limitations, are also considered in PLD problems in practical implementations [5]. As 
a result, the power system’s PLD problem is a nonlinear, highly nonlinear multi-constraint optimization problem. 
The valve point effect complicates the solution of the PLD problem by introducing a large number of local opti-
mums into the process [5]. 

As the complexity of the PLD problem in power systems with the requirement of profit lead efficiency of pow-
er generation cost grows, the optimization methods could have faced complex computation time in solving the 
PLD problem of economic operation of power system load [1]. Dealing with the PLD problem using additional 
methods, e.g., gradient computing quadratic programming would suffer from computational time complexity that 
caused flaws and deficiencies, such as insufficient precision, slow convergence speed, and the tendency to fall into 
local optimality [6].

The swarm intelligence optimization algorithm is one of the most effective ways to carry out many practical 
works on solving complicated nonlinear problems [7-8]. The intelligent swarm optimization algorithm is widely 
employed in various disciplines, including technology, health, society, and finance, and is particularly good at 
meeting time constraints. In electrical engineering such as the PLD model for power systems in recent years [6], 
the intelligent swarm optimization method has emerged as one of the most promising optimization techniques 
for solving severely constrained non-linear and non-convex optimization problems [9]. In modern power system 
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research, a popular area is applying various algorithms to address profitable dispatching challenges in power sys-
tems while enhancing accuracy and practicality [10]. The typical swarm intelligent algorithms can be mentioned 
as the particle swarm optimization (PSO) [11], differential evolution (DE) algorithm [12], artificial immune algo-
rithm (AIA) [13], and Moth-flame optimization (MFO) [14], widely applied success in computational optimiza-
tion [15]. 

Golden Eagle Optimizer (GEO) [16] is a newly proposed swarm intelligence optimization algorithm. The core 
inspiration of GEO is the intelligence of golden eagles in tuning speed at different stages of their spiral trajectory 
for hunting. The principle GEO algorithm has several advantages [16], e.g.,  few parameters and easy to imple-
ment, it is potential dealing well with engineering field of power system balancing nonlinear problems like the 
optimization PLD of a large-scale power system. 

This paper suggests a new solution to the large-scale power system PLD problem based on the  GEO algorithm 
[16]. A relatively actual operation comprehensive load profitable dispatch is established as a scheduling model 
by considering practical constraints, e.g., the ramp rate limit, prohibited operating zone, valve point effect, and 
network transmission power loss. The power balance constraint is figured out by applying the penalty function for 
power allocation. The profitable dispatching mathematical model of the power system is tested with IEEE bench-
mark 15 and 40 unit buses [17].

The innovations of this paper are highlighted as contributions briefly follows.
• For the first time, a recent robust swarm intelligence optimization algorithm based on Golden Eagle opti-

mizer (GEO) is suggested to deal with the large-scale power system PLD problem. 
• A relatively actual operation comprehensive load profitable dispatch is established to the objective func-

tion as a scheduling model by considering practical constraints, e.g., the ramp rate limit, prohibited operat-
ing zone, valve point effect, and network transmission power loss.

• The power balance constraint is figured out by applying the penalty function for power allocation opti-
mized by using the GEO algorithm.

• IEEE benchmark 15 and 40 unit buses are used to verify the suggested applied GEO algorithm for the 
profitable dispatching mathematical model of the power system.

The rest of the paper is organized as follows. Section 2 reviews models of the PLD problem and GEO algo-
rithm as related work. Section 3 introduces the operation comprehensive load profitable dispatch figured out by 
applying the GEO algorithm. Section 5 shows and analyses the simulation results. Section 6 concludes the paper.

2   Related Work

This section reviews the PLD model as the power load profitable dispatch problem statement and the original 
GEO algorithm. The presentation detail is conducted as subsection follows.

2.1   Profitable Load Dispatch Problem 

The unit operating cost of economic distribution of load among operating units is generally expressed as a func-
tion of unit output. The cost function of the power system is regarded as the sum of a series of quadratic polyno-
mials [18]. Profitable load dispatch (PLD) is modeled mathematically with the cost function of power system load 
economic dispatch within the upper and lower limit restrictions to balance load power requirements in generation 
power systems [19]. The objective function of the PLD problem can be expressed as follows.  

                                                           𝑚𝑚𝑚𝑚𝑚𝑚𝐹𝐹𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = ∑ 𝐹𝐹𝑖𝑖(𝑃𝑃𝑖𝑖)𝑀𝑀
𝑖𝑖=1    ,     (1)                                                               

where Fcost is the total cost of a power generation system; M is the number of units in the system; Pi is the active 
power output value of the -th generator. Fi(Pi) represents the generating cost of the i-th generator. The mathemat-
ical models of the objective cost function of the energy source power generation of static power systems can be 
expressed by the power generation cost of the fire motor group its consumption characteristic function. 

 𝐹𝐹𝑖𝑖(𝑃𝑃𝑖𝑖) = 𝑎𝑎𝑖𝑖𝑃𝑃𝑖𝑖2 + 𝑏𝑏𝑖𝑖𝑃𝑃𝑖𝑖 + 𝑐𝑐𝑖𝑖       ,                                                                          (2)

where ai, bi and ci are the cost coefficients of the i-th generator. If the valve point effect is taken into account, the 
objective function can be expressed as follows.
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                                                                                                                                         ,                                  (3)

where ei and zi are effect coefficients of the i-th generator with valve points; Pimin is the lower limit of the active 
power output of the i-th generator. The objective function can be operated under constraints, e.g., power balance, 
generator output, generator ramp rate, and prohibited operating zone constraints.

Power balance constraint-The system power balance constraint is composed of the active power output of the 
unit, the system network loss, and the total load of the system. 

                                                                                                  ,                                                           (4)

where Ploss is the system network loss; Pload is the total load of the system. The system network loss is obtained by 
the B coefficient method as shown below.

                                                                                                                             
                                                                                                                           ,                                   (5)
                                                                                                                        

where Bij, Boi and Boo are network loss coefficients.
Generator output constraint is given as.

                                                                                      ,                                                                   (6)

where Pimin, Pimax are respectively the lower limit and upper limit of active power output of the i-th generator.
Generator ramp rate constraint is presented as.

                                                                                ,                                                                              (7)

where DRi, URi are the maximum value of output deceleration and maximum value of output growth of unit I re-
spectively. P0i is the active work of the i-th generator at the last moment.

Prohibited Operating Zone constraint- In an operation state, power generating units are some sub-intervals 
in their operation interval; that is, sub-intervals, the vibration amplitude of the unit bearing will be too large. 
Therefore, it is necessary to set the operation exclusion zone in the operation interval to avoid these sub-spaces 
and prevent excessive vibration of the unit bearing. The operating interval of the operation exclusion zone is set 
as expression as.

                                                                                              

                                                                                         ,                                                                                  (8)

where Pi
dj is the lower limit of the j-th prohibited operating zone of the i-th generator. Pi

hj is the upper limit of the 
j-th prohibited operating zone of the i-th generator. Ng is the total number of prohibited operating zones for the 
i-th generator.

2.2 Golden Eagle Optimizer Principle

The golden eagle optimizer (GEO) is a recently released swarm intelligent algorithm inspired by the golden eagle 
and the target prey with essential groups [16]. The golden eagle individual represents the candidate solution of the 
optimization problem. The prey is the target around the golden eagle, who chooses to cruise until the number of 
iterations. The prey can be used as a “weathervane” for the golden eagle to proceed in the feasible search space. 
Each golden eagle cruises around a prey. In the early iteration phase, when the cruising intention is more substan-
tial when a better solution is found, it updates its memory of the optimal prey. Over the iteration, the attack ten-
dency of the golden eagle is stronger [16]. Compute golden eagle’s current attack vector is expressed as follows.

 

 

𝑚𝑚𝑚𝑚𝑚𝑚𝐹𝐹𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =∑∑𝐹𝐹𝑖𝑖(𝑃𝑃𝑖𝑖)
𝑀𝑀

𝑖𝑖=1

𝑇𝑇

𝑖𝑖=1
+ |𝑒𝑒𝑖𝑖𝑠𝑠𝑚𝑚𝑚𝑚[𝑧𝑧𝑖𝑖(𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑖𝑖)]| 

 

 

 ∑ 𝑃𝑃𝑖𝑖𝑀𝑀
𝑖𝑖 − 𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 − 𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 0 

 

 

𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 =∑∑𝑃𝑃𝑖𝑖𝐵𝐵𝑖𝑖𝑖𝑖𝑃𝑃𝑡𝑡𝑖𝑖
𝑀𝑀

𝑖𝑖=1

𝑀𝑀

𝑖𝑖=1
+∑𝐵𝐵𝑙𝑙𝑖𝑖𝑃𝑃𝑖𝑖

𝑀𝑀

𝑖𝑖=1
+ 𝐵𝐵𝑙𝑙𝑙𝑙 

 

 

 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑃𝑃𝑖𝑖 ≤ 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 

 

 

 −𝐷𝐷𝑅𝑅𝑖𝑖 ≤ 𝑃𝑃𝑖𝑖 − 𝑃𝑃0𝑖𝑖 ≤ 𝑈𝑈𝑅𝑅𝑖𝑖 

 

 

{
 

 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑃𝑃𝑖𝑖 ≤ 𝑃𝑃𝑖𝑖
𝑑𝑑𝑑𝑑

𝑃𝑃𝑖𝑖
ℎ(𝑑𝑑−1) ≤ 𝑃𝑃𝑖𝑖 ≤ 𝑃𝑃𝑖𝑖

𝑑𝑑𝑑𝑑

𝑃𝑃𝑖𝑖
ℎ𝑁𝑁𝑔𝑔 ≤ 𝑃𝑃𝑖𝑖 ≤ 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
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                                                                              ,                                                                              (9)

where 𝐴𝐴i⃗⃗  ⃗  is the attack vector of i-th golden eagle, 𝑋𝑋f
∗⃗⃗⃗⃗   is the best location (prey) golden eagle f has ever visited.  

�⃗�𝑋𝑖𝑖 Is the current location of i-th golden eagle. Calculating the cruise vector is tangent hyperplane calculation that 
is the scalar form in n-dimensional space.

                                                                                                                                  ,                              (10)

where  �⃗⃗�𝐻 = [ℎ1, ℎ2, … , ℎ𝑛𝑛] is the normal vector; �⃗�𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛]   is the variables vector; �⃗�𝑃 = [𝑝𝑝1, 𝑝𝑝2, … , 𝑝𝑝𝑛𝑛]  

P is random point on the hyperplane; and 𝑑𝑑 = �⃗⃗�𝐻 · �⃗�𝑃 = ∑ℎ𝑗𝑗𝑝𝑝𝑗𝑗

𝑛𝑛

𝑗𝑗=1
 . Regarding the position �⃗�𝑋𝑖𝑖  as any point on the hy-

perplane, and taking 𝐴𝐴i⃗⃗  ⃗  as the normal of the hyperplane, then we can obtain the hyperplane of  𝐶𝐶𝑖𝑖
𝑡𝑡 (the cruising 

vector of i-th golden eagle in iteration t) is given as.

                                                                           
                                                                                       ,                                                                 (11)

Where Ai is set to {a1, a2, ..., an} that is the attack vector; Xi is set to {x1, x2, ..., xn} is the decision/design vari-
ables vector, X* = {x1

*, x2
*, ..., xn

*} is the location of the selected prey. After calculating the cruise hyperplane of 
the eagle in the iteration, the cruise vector of the i-th golden eagle can be found in this hyperplane as follows.

                                                     ,                                                                                       (12)

where ck is the k-th element of the destination point C. aj is the j-th element of the attack vector Ai. d is the right-
hand side of the. (10). ak

t is the k-th element of the attack vector Ai, and k is the index of the fixed variable. 
Random target points on the cruising hyperplane is then the general representation of the target point on the cruise 
hyperplane.

                                                                                                                                                       ,   (13)

The eagle’s displacement is measured by attack and vector. The step size vector of the golden eagle is defined 
in iteration as follows.

                                                                                          ,                                                                    (14)

where pa
t is the attack coefficient in iteration t. pc

t is the cruise coefficient in iteration t. 𝑟𝑟1  and  𝑟𝑟2  are random 

vectors whose elements lie in the interval [0,1]. The calculation of the Euclidean norm of ‖𝐴𝐴𝑖𝑖‖  and ‖𝐶𝐶𝑖𝑖‖  is ex-

pressed as follows.
                                                                                                                                                                       

                                                                                 ,                                                     (15)

The golden eagle position update formula is shown following expression.

,                                                                                       (16)

 

 

𝐴𝐴i⃗⃗  ⃗ = 𝑋𝑋 𝑓𝑓∗ − 𝑋𝑋 𝑖𝑖 

 

 

ℎ1𝑥𝑥1 + ℎ2𝑥𝑥2 + ⋯+ ℎ𝑛𝑛𝑥𝑥𝑛𝑛 = 𝑑𝑑 =∑ℎ𝑗𝑗𝑥𝑥𝑗𝑗
𝑛𝑛

𝑗𝑗=1
= 𝑑𝑑 

 

 

∑𝑎𝑎𝑗𝑗𝑥𝑥𝑗𝑗
𝑛𝑛

𝑗𝑗=1
=∑𝑎𝑎𝑗𝑗𝑡𝑡𝑥𝑥𝑗𝑗∗

𝑛𝑛

𝑗𝑗=1
 

 

 

 𝑐𝑐𝑘𝑘 =
𝑑𝑑−∑ 𝑎𝑎𝑗𝑗𝑗𝑗,𝑗𝑗≠𝑘𝑘

𝑎𝑎𝑘𝑘
 

 

 

𝐶𝐶𝑖𝑖 = (𝑐𝑐1 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟, 𝑐𝑐2 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟, … , 𝑐𝑐𝑘𝑘 =
𝑟𝑟−, ∑ 𝑟𝑟𝑗𝑗𝑗𝑗,𝑗𝑗≠𝑘𝑘

𝑟𝑟𝑘𝑘
 , … , 𝑐𝑐𝑛𝑛 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) 

 

 

∆𝑥𝑥𝑖𝑖 = 𝑟𝑟1𝑝𝑝𝑎𝑎
𝐴𝐴𝑖𝑖

‖𝐴𝐴𝑖𝑖‖
+ 𝑟𝑟2𝑝𝑝𝑐𝑐

𝐶𝐶𝑖𝑖
‖𝐶𝐶𝑖𝑖‖

 

 

 

‖𝐴𝐴𝑖𝑖‖ = √∑ 𝑎𝑎𝑗𝑗
2𝑛𝑛

𝑗𝑗=1 ， ‖𝐶𝐶𝑖𝑖‖ = √∑ 𝑐𝑐𝑗𝑗
2𝑛𝑛

𝑗𝑗=1  

 

 

𝑥𝑥𝑡𝑡+1 = 𝑥𝑥𝑡𝑡 + ∆𝑥𝑥𝑖𝑖𝑡𝑡 
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If the fitness of the golden eagle’s new position is better than its remembered position, the eagle’s memory is 
updated to the new place. Otherwise, the memory location remains the same, but the eagle will reside in the new 
location. In the latest iteration, each golden eagle randomly selects a golden eagle from the population to hover 
around the position with the best memory, calculates the attack vector, calculates the cruise vector, and finally 
calculates the step vector and the new position of the next iteration. The loop is executed until any termination 
conditions reach. Tow parameters pa and pc are used to shift from exploration to exploitation in GEO [16]. In the 
initial stage, pa is low and pc is high that is expressed as iteration progresses, pa gradually increases and pc gradu-
ally decreases.

                                                                                                         
                                                                                                   ,                  (17)

Where t represents the current number of iterations, and T represents the maximum number of iterations.  𝑝𝑝𝑎𝑎0 
and 𝑝𝑝𝑎𝑎𝑇𝑇   are the initial and final values of the attack propensity respectively. 𝑝𝑝𝑐𝑐0  and 𝑝𝑝𝑐𝑐𝑇𝑇  are the initial and final 
values of cruise tendency respectively. [𝑝𝑝𝑎𝑎0, 𝑝𝑝𝑎𝑎𝑇𝑇] is set to [0.5,2] and [𝑝𝑝𝑐𝑐0, 𝑝𝑝𝑐𝑐𝑇𝑇]  is set to [1,0.5] that means that  pa; 
pc linearly increases from 0.5 and 0.5 to the end of the iteration.

3   A Solution to PLD Based on Golden Eagle Optimization

The PLD problem is multi-constrained, nonlinear, discrete, and other characteristics in the power system include 
equality and inequality constraints. Obtained solutions for individuals must satisfy the constraints in the solution 
space. The objective function value of each individual needs to be processed to meet all constraints [20]. The 
optimization variable of the PLD problem of the power system is the active power output of each unit, and the 
dimension of the problem is equal to the sum of the number of units. Combined with the GEO algorithm and PLD 
model characteristics, each golden eagle represents a candidate solution to the power system’s PLD problem. 
Each golden eagle’s position is a vector composed of the output of each unit. 

 

                                                                                                      ,                                                      (18)

where X is the output golden eagle matrix of the generator set, and the row vectors of matrix X represent the 
specific positions of each eagle. Unit output constraint processing is figured out with as the golden Eagle optimi-
zation algorithm needs to randomly generate the golden eagle position in the preliminary trial stage, as shown in 
formula (19):

                                                                                                            ,                                                   (19)

where Rrand is a random number evenly distributed between 0 and 1. Lbound is the output lower limit matrix of the 
generator set and Ubound is the output upper limit matrix of the generator set.

In order to satisfy the constraint conditions, the upper and lower limits of unit output are restricted to the out-
put range of each unit by the random position generation formula in the initialization stage in the form of the 
matrix. A system power’s constraint processing is expressed as limiting the updating range space for the golden 
eagle’s position by adding a penalty function for the objective function’s constraints that is adopted is rewritten as 
follows.

                                                                                                                                                             ,   (20)
   

 

 

{
𝑝𝑝𝑎𝑎 = 𝑝𝑝𝑎𝑎0 +

𝑡𝑡
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⋮
…

⋮
𝑥𝑥𝑖𝑖
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𝑋𝑋 = 𝐿𝐿bound + 𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑈𝑈bound − 𝐿𝐿bound) 

 

 

𝐹𝐹 =∑∑𝐹𝐹𝑖𝑖(𝑃𝑃𝑡𝑡𝑖𝑖)
𝑀𝑀

𝑖𝑖=1

𝑇𝑇

𝑖𝑖=1
+ |𝑒𝑒𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠[𝑓𝑓𝑖𝑖(𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑖𝑖)]| + 𝜇𝜇 (∑𝑃𝑃𝑡𝑡𝑖𝑖
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where F is the reconstructed objective function after the penalty function is added. µ is the penalty coefficient. 
The golden eagle’s memory is updated to the new position if the fitness of the new location is better than the re-
membered position. The eagle will live at the new site, but the memory location will remain unchanged. In the 
most recent iteration, each golden eagle chooses a golden eagle randomly from the population to hover over the 
place with the best memory to calculate the attack vector, cruise vector, step vector, and new position for the next 
iteration. The loop is executed run until it reaches any termination circumstances. In GEO, the two parameters pa 

and pc are employed to transition from exploration to exploitation. Initially, pa is low, and pc is large, as pa pro-
gressively increases, and pc gradually drops as iteration goes. 

The algorithm implementation process is implemented process as follows. 
Step 1: Initialize golden Eagle basic parameters and PLD unit parameters. All golden eagles are randomly ini-

tialized between the upper and lower bounds of the output capacity constraint of the unit, and the fitness function 
value is used by Eq (20).

Step 2: Update the position, attack factor, cruise factor, and fitness value of the golden eagle. If it is in the first 
generation, the current position of the initial population of the golden eagle is directly used as the optimal position 
of the golden eagle memory. In the iterative process, the golden eagle randomly selects a prey from the popula-
tion’s memory and calculates the current target’s corresponding attack coefficient and cruise coefficient.

Step 3: Golden Eagle updates the current position and calculates the fitness value for the new place. Judge 
whether the fitness value is better than the fitness value in the memory of the golden eagle; if it is better than the 
fitness value in the memory of the golden eagle, update the optimal position in the memory of the golden eagle, 
and otherwise do not change.

Step 4: Termination condition: The iteration is terminated if the maximum number of iterations is reached. 
Output the optimal dispatching scheme (the best golden eagle memory) and power generation cost (the best fit-
ness value of golden eagle) for the PLD problem; otherwise, go to Step 2 and repeat the iterative process until the 
end met termination condition.

4. Simulation and Discussion Results

Two power generation systems of IEEE benchmark with the unit number are 15 and 40, respectively, are used to 
verify the reliability and effectiveness of the proposed method. Unit 15 and 40 test systems are static systems with 
10500MW and 2630MW of total load demand, respectively, not considering or ignoring the embargo zone, unit 
climbing, and the network loss constraints [17]. The unit test system also considers the slow variable rate, and 
each unit weighs the upper and lower output limits, embargoed zone constraints, and network loss. 

The results of the GEO [16] are compared with the MFO [21], PSO [22], and gray GWO [23]. The number of 
search agents is uniformly set to 30 in all algorithms during the simulation, and the maximum number of itera-
tions is 1000. Each instance is run separately multiple times to ensure the tests’ effectiveness, comparability, and 
robustness. For example, the parameters of setting for 15 machines test system, e.g.,  system prohibited zones of 
generating units, the total load demand, and the coefficients B: [Bij, Boi, Boo] are listed in Table 1 and power fac-
tors.

Table 1. The setting for a test system prohibited zones of generating units in an experiment

Unit Prohibited zones (MW)

2 [185 225] [305 335] [420 450]

5 [180 200] [305 335] [390 420]

6 [230 255] [365 395] [430 455]

12 [30 40] [55 65]
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The power loss factor B is expressed as follows.

Table 2. The selected 15-unit test system parameters

Units α
($/MW2)

β
($/MW)

γ
($)

UR
(MW/h)

LR
(MW/h)

P0  Pmin
(MW)

Pmax
(MW)

1 0.000299 10.1 671 80 120 400 150 455

2 0.000183 10.2 574 80 120 300 150 455

3 0.001126 8.8 374 130 130 105 20 130

4 0.001126 8.8 374 130 130 100 20 130

5 0.000205 10.4 461 80 120 90 150 470

6 0.000301 10.1 630 80 120 400 135 460

7 0.000364 9.8 548 80 120 350 135 465

8 0.000338 11.2 227 65 100 95 60 300

9 0.000807 11.2 173 60 100 105 25 162

10 0.001203 10.7 175 60 100 110 25 160

11 0.003586 10.2 186 80 80 60 20 80

12 0.005513 9.9 230 80 80 40 20 80

13 0.000371 13.1 225 80 80 30 25 85

14 0.001929 12.1 309 55 55 20 15 55

15 0.004447 12.4 323 55 55 20 15 55

Table 2 and Table 3 show the machine parameters of test systems of 15 and 40 power generating plant units 
with the total load total demands, respectively.

Table 3. The selected 40-unit test system parameters

Units
Α

（$/ MW2）

β 

($/MW)

r

($)
e f

 Pmin

(MW)

    Pmax

(MW)
1 0.00690 6.73 94.705 100 0.084 36 114

2 0.00690 6.73 94.705 100 0.084 36 114

𝐵𝐵𝑖𝑖𝑖𝑖

=

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 0.0014 0.0012 0.0007 −0.0001 −0.0003 −0.0001

0.0012 0.0015 0.0013 0.0000 −0.0005 −0.0002
0.0007 0.0013 0.0076 −0.0001 −0.0013 −0.0009

−0.0001 0.0000 −0.0001 0.0034 −0.0007 −0.0004
−0.0003 −0.0005 −0.0013 −0.0007 0.0090 0.0014
−0.0001 −0.0002 −0.0009 −0.0004 0.0014 0.0016
−0.0001 0.0000 −0.0001 0.0011 −0.0003 0.0000
−0.0001 0.0001 0.0000 0.0050 −0.0012 −0.0006

−0.0003 −0.0002 −0.0008 0.0029 −0.0010 −0.0005

−0.0001 −0.0001 −0.0003 0.0005 −0.0003 −0.0002 0.0004 0.0003 −0.0001
0.0000 0.0001 −0.0002 −0.0004 −0.0004 0.0000 0.0004 0.0010 −0.0002

−0.0001 0.0000 −0.0008 −0.0012 −0.0017 0.0000 −0.0026 0.0111 −0.0028
0.0011 0.0050 0.0029 0.0032 −0.0011 0.0000 0.0001 0.0001 −0.0026

−0.0003 −0.0012 −0.0010 −0.0013 0.0007 −0.0002 −0.0002 −0.0024 −0.0003
0.0000 −0.0006 −0.0005 −0.0008 0.0011 −0.0001 −0.0002 −0.0017 0.0003

0.0015 0.0017 0.0015 0.0009 −0.0005 0.0007 0.0000 −0.0002 −0.0008
0.0017 0.0168 0.0082 0.0079 −0.0023 −0.0036 0.0001 0.0005 −0.0078

0.0015 0.0082 0.0129 0.0116 −0.0021 −0.0025 0.0007 −0.0012 −0.0072
−0.0005 −0.0004 −0.0012 0.0032 −0.0013 −0.0008
−0.0003 −0.0004 −0.0017 −0.0011 0.0007 0.0011
−0.0002 0.0000 0.0000 0.0000 −0.0002 −0.0001
0.0004 0.0004 0.0001 0.0001 −0.0002 −0.0002
0.0003 0.0010 0.0001 0.0001 −0.0024 −0.0017

−0.0001 −0.0002 −0.0026 −0.0026 −0.0003 0.0003

0.0009 0.0079 0.0116 0.0200 −0.0027 −0.0034 0.0009 −0.0011 −0.0088
−0.0005 −0.0023 −0.0021 −0.0027 0.0140 0.0001 0.0004 −0.0038 0.0168
0.0007 −0.0036 −0.0025 −0.0034 0.0001 0.0054 −0.0001 −0.0004 0.0028

0.0000 0.0001 0.0007 0.0009 0.0004 −0.0001 0.0103 −0.0101 0.0028
−0.0002 0.0005 −0.0012 −0.0011 −0.0038 −0.0004 −0.0101 0.0578 −0.0094

−0.0008 −0.0078 −0.0072 −0.0088 0.0168 0.0028 0.0028 −0.0094 0.1283 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

𝐵𝐵0𝑖𝑖

= [−0.0001 −0.0002 0.0028 −0.0001 0.0001 −0.0003 −0.0002 −0.0002 0.0006 0.0039 −00017 0.0000 −0.0032 0.0067 −0.0064] 

𝐵𝐵𝑜𝑜𝑜𝑜 = 0.0055 
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3 0.02028 7.07 309.54 100 0.084 60 120

4 0.00942 8.18 369.03 150 0.063 80 190

5 0.0014 5.35 148.89 120 0.077 47 97

6 0.00142 8.05 222.33 100 0.084 68 140

7 0.00357 8.03 287.71 200 0.042 110 300

8 0.00492 6.99 391.98 200 0.042 135 300

9 0.00573 6.60 455.76 200 0.042 135 300

10 0.00605 12.9 722.82 200 0.042 130 300

11 0.00515 12.9 635.20 200 0.042 94 375

12 0.00569 12.8 654.69 200 0.042 94 375

13 0.00421 12.5 913.40 300 0.035 125 500

14 0.00752 8.84 1760.4 300 0.035 125 500

15 0.00708 9.15 1728.3 300 0.035 125 500

16 0.00708 9.15 1728.3 300 0.035 125 500

17 0.00313 7.97 647.85 300 0.035 220 500

18 0.00313 7.95 649.69 300 0.035 220 500

19 0.00313 7.97 647.83 300 0.035 242 550

20 0.00313 7.97 647.81 300 0.035 242 550

21 0.00298 6.63 785.96 300 0.035 254 550

22 0.00298 6.63 785.96 300 0.035 254 550

23 0.00294 6.66 794.53 300 0.035 254 550

24 0.00294 6.66 794.53 300 0.035 254 550

25 0.00277 7.10 801.32 300 0.035 254 550

26 0.00277 7.10 801.32 300 0.035 254 550

27 0.52124 3.33 1055.1 120 0.077 10 150

28 0.52124 3.33 1055.1 120 0.077 10 150

29 0.52124 3.33 1055.1 120 0.077 10 150

30 0.01140 5.35 148.89 120 0.077 47 97

31 0.00160 6.43 222.92 150 0.063 60 190

32 0.00160 6.43 222.92 150 0.063 60 190

33 0.00160 6.43 222.92 150 0.063 60 190

34 0.00010 8.95 107.87 200 0.042 90 200

35 0.00010 8.62 116.58 200 0.042 90 200

36 0.00010 8.62 116.58 200 0.042 90 200

37 0.01610 5.88 307.45 80 0.098 25 110

38 0.01610 5.88 307.45 80 0.098 25 110

39 0.01610 5.88 307.45 80 0.098 25 110

40 0.00313 7.97 647.83 300 0.035 242 550
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Fig. 1 shows the suggested scheme’s obtained graph of the daily power load loss distribution for the test sys-
tem of 15 units. Because the load consumption is highest hours between 9 a.m. and 12 p.m., the power load loss 
is likewise signifi cant, resulting in the yellow color indicated in Fig 1.

Fig. 1. The suggested scheme obtained graph of the daily power load loss distribution for the test system of 15 units

Fig. 2 displays the comparison of iteration times in convergence of the GEO with the other methods, PSO, 
FMO, and GWO, under the case of a 15 unit system. It is seen that the GEO produces the convergence speed fast-
er than the other comparison methods.

Fig. 2. Comparison of iteration times in convergence under the case of a 15 unit system

Fig. 3. The calculating iteration diagram of the algorithms for the test systems of 40 units  
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Fig. 3 shows the comparison results curves of the quality performance in terms of convergence speed and time 
consumption of the GEO optimization method with PSO, FMO, and GWO algorithms. The observation results 
show that the GEO is superior to PSO and GWO methods when calculating the test systems and fi nding the opti-
mal target value.

(a) Total power output (MW.) (b) Total generation cost ($/h.)

(c) Total power loss (MW.) (d) Total CPU times (sec.)
Fig. 4. The comparison obtained result comeouts of the four algorithms

e.g., the GEO, MFO, PSO and GWO for the test systems of 15 units

Fig. 4 and Fig. 5 compare the suggested method with MFO, PSO, and GWO for the power test systems of 15 
and 40 units, respectively, regarding the (a) total power outcomes, (b) consuming power cost, (c) power load loss, 
and (d) executing run times.

The suggested method produces the highest bar number in subfi gures (a) for total power output, and the exe-
cuting run time (c) of the GEO is as short as the PSO. Moreover, the suggested scheme has obtained fi gures more 
minor than the other MFO, PSO, and GWO for the generating power cost and the power load loss.

Table 4. Comparison of results of diff erent algorithms (15-unit test system)

Units output GEO MFO PSO GWO
P1 424.88380 383.09330 445.81340 358.04970
P2 413.97400 455 411.62730 376.27940
P3 110.38160 130 128.01580 116.20430
P4 130 20 121.88440 69.09725
P5 364.00920 259.02820 248.62000 438.59490
P6 335.44610 460 305.74030 335.62150
P7 338.09530 465 202.33120 376.97400
P8 171.00300 60 220.80620 144.09410
P9 122.86760 148.01680 152.45640 73.77481
P10 89.84261 42.97372 154.58030 142.02190
P11 53.68711 73.95649 72.45328 61.41507
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P12 26.18889 45.37251 52.15760 46.55478
P13 31.39906 25 74.27055 65.57457
P14 29.21749 37.00203 41.06329 36.35418
P15 29.69113 52.98635 44.51898 29.66419

Total power output (MW.) 2670.6868 2657.4294 2676.3390 2670.2747
Total generation cost ($/h.) 33571.960 33778.830 33874.398 33854.010

Power loss (MW.) 40.7131 47.4294 46.3694 41.2985
Deviation 0.026237 0.02873 0.030126 0.023852

Total CPU times (sec.) 1.212698 1.231029 1.213919 1.629856

Table 5. Comparison of results of different algorithms (40-unit test system)
Units output GEO MFO PSO GWO

P1 111.40940 114 103.38030 70.73795
P2 110.65340 114 73.27366 69.12132
P3 97.43179 60 105.84260 118.63920
P4 179.93980 190 135.55590 135.98520
P5 91.61706 97 72.92917 75.43688
P6 121.23800 140 101.57150 88.81333
P7 264.08250 300 236.38130 296.88970
P8 284.52580 300 250.62590 294.37540
P9 286.03790 300 263.16830 297.05950
P10 204.85560 130 280.49500 202.14850
P11 245.87230 94 308.29600 245.19510
P12 243.27080 375 248.17710 210.42150
P13 304.49720 125 358.47850 128.36970
P14 394.32000 214.7598 461.76500 389.42230
P15 304.51930 304.5196 397.40950 474.59730
P16 304.20510 304.5196 445.64960 391.84470
P17 489.35320 500 482.57070 499.85940
P18 449.63330 500 466.65340 494.42030
P19 423.72540 550 457.42620 523.38490
P20 498.79550 421.5196 518.29110 531.59490
P21 523.34330 523.2794 488.27000 524.97290
P22 523.46480 523.2794 522.43480 523.59310
P23 523.21880 550 460.77470 525.97740
P24 523.54380 523.2794 461.41460 527.41550
P25 523.52630 550 364.93100 524.89060
P26 523.35530 523.2794 513.43200 534.87650
P27 10.21827 10 109.88220 15.13035
P28 10.00001 10 46.86652 32.58896
P29 10.0001 10 90.53189 11.62350
P30 88.74756 92.56397 62.82164 84.25475
P31 177.40290 190 171.27360 168.82260
P32 165.92760 190 180.08850 166.49010
P33 166.34700 190 181.90830 182.78720
P34 164.84170 200 134.36170 181.81200
P35 174.27570 200 139.38390 94.96204
P36 178.67560 200 196.25660 164.69250
P37 109.99200 110 70.84436 26.72955
P38 89.28232 110 45.42183 35.59133
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P39 92.57484 110 63.41170 110
P40 511.3085 550 427.70480 524.46460

Total power output (MW.) 10500.0293 10500.0002 10499.96 10499.9926
Total generation cost ($/

h.) 122928.8 123249.7 139875.5 125994.7

Power loss (MW.) 60.7131 64.4294 63.3694 61.2985
Standard Deviation 0.0293 0.0302 0.04448 0.02736

Total CPU times (sec.) 1.957508 2.451893 1.962717 3.908980

Table 4 and Table 5 show the comparison of the suggested method with MFO, PSO, and GWO for test systems of 
15 and 40 units, respectively; where the P1, P2, ..., Pn are the generator output power of each branch, n is a num-
ber of solution units.  It can be seen that the proposed scheme produces a better performance of optimization costs 
than the other comparison methods. An iterative diagram of solving the system scheduling problem of 15 units 
based on the GEO and diff erent algorithms, e.g., the MFO, PSO, GWO algorithms for the PLD under the same 
conditions.

(a) Total power output (MW.) (b) Total generation cost ($/h.)

(c) Total power loss (MW.) (d) Total CPU times (sec.)
Fig. 5. The comparison obtained result comeouts of the four algorithms

e.g., the GEO, MFO, PSO and GWO for the test systems of 40 units
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Fig. 6. The comparison obtained result curves of the suggested algorithm with the other algorithms 
for the test systems of 40 units
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Fig. 6 shows the comparison obtained result curves of the suggested algorithm with the other algorithms. e.g., 
FMO, PSO, and GWO for the test systems of 40 units. The observed figure shows that the GEO optimization 
method has better quality performance in convergence speed and time consumption than PSO and GWO meth-
ods. In general, we can say that the GEO can solve the PLD problem in the power system with good robustness 
and significant economic benefits.

5   Conclusion

This paper suggested a new solution for the profitable load dispatch (PLD) allocation problem in the power gener-
ating plant system based on the golden Eagle optimization algorithm (GEO). The Golden Eagle optimizer (GEO) 
is applied for the first time to deal with the PLD problem features. GEO is a new robust swarm intelligence opti-
mization algorithm that owns advantages as a few parameters, easy implementation, exploration and exploitation 
balance, and powerful search capability. The economic load scheduling allocation with piecewise quadratic poly-
nomials is used to model as the objective function for a typical multi-constrained nonlinear optimization problem 
that is considered an essential part of the power system to achieve energy-saving and consumption reduction. The 
objective function was optimized as the PLD model by the GEO. In the experimental part, the performance of the 
proposed scheme was verified with aspects of economy, rapidity, convergence, and robustness by two kinds of 
IEEE testing systems, e.g., the fifteen and forty plants. The compared results show that the suggested method can 
effectively solve the PLD problem, utilizing the GEO algorithm’s advantages in terms of fast convergence, good 
robustness, and easy implementation. In the future, we will implement the suggested scheme with further com-
plex scheduling and scaling the PLD problems by applying the methods of Improved Moth-flame optimization 
(IMFO) [24], Improved Flower pollination algorithm (IFPA) [25].
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