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Abstract. The vertical deflection of the main girder on a cable-stayed bridge is a direct reflection of the verti-
cal stiffness of bridge structure, which represents the comprehensive mechanical performance of cable-stayed 
bridge. Compared with the deflection caused by vehicles, the deflection caused by temperature is often more 
significant and the change frequency is very low, which is easy to extract from raw data, and can be used as 
an index to evaluate the state of cable-stayed bridge. To obtain the control value for recognizing the abnormal 
deflection, it is necessary to establish an accurate input-output relationship between temperature and tempera-
ture-induced deflection. However, because of the high-order nonlinear relationship between the temperature 
and the temperature-induced deflection, the traditional linear regression is not accurate enough in modeling 
this relationship. To establish a high-precision model for the deflection, this paper uses the machine learning 
tools with the highly nonlinear fitting performance to further model the project. Considering both the precision 
and modeling efficiency, the Long-Short Term Memory (LSTM) network can build the optimal model between 
temperature and temperature-induced deflection. Use the regression value output by LSTM as the control 
value combining with the statistical pattern of t-test, the 6% abnormal deflection can be recognized. The 6% 
sensitivity can help to recognize bridge abnormalities earlier. 

Keywords: structural health monitoring, cable-stayed bridge, temperature-induced deflection, machine learn-
ing, LSTM model

1   Introduction

Transportation plays a fundamental role in the daily life. As the key in transportation, bridges play the role of life-
line and are the indispensable part of infrastructure construction.

The bridge health monitoring system is a method combining bridge structure theory, test sensing technology 
and other multidisciplinary fields. Its basic connotation is to monitor and evaluate the health status of bridge 
structure by collecting various data during bridge operation, to provide basis and guidance for bridge maintenance 
[1]. With the help of health monitoring systems, the real-time temperature field amd displacement response can be 
studied and analyzed, to grasp the actual structural performance of the bridge and ensure the safety of bridge.

The research of the temperature field based on the health monitoring data is an important topic. The tempera-
ture displacement of bridge is no le ss than the internal force caused by dead weight and live load [2]. It can be 
seen that temperature is one of the important factors affecting the service life of bridge structure.

The bridge damages will cause serious losses. American scholars observed the bearing reaction of a champigny 
box girder bridge, and they found that the temperature difference caused about 26% variation of bearing reaction. 
In China, the cracks have been found in Jiujiang Yangtze River Bridge and Xicheng bridge, and these cracks are 
closely related to temperature. It can be seen that the temperature has an important impact on the bridge structure. 
Relying on the health monitoring data, it is important to establish the prediction modelto find and control the tem-
perature responseand ensure the bridge safety.

Since the 1960s, researchers in various countries have done a lot of work on the spatial distribution, influenc-
ing factors and prediction methods of the temperature response. Some scholars use mathematical theory to ana-
lyze the collected meteorological data, to deduce the factors that affect the temperature distribution of the girder 
of a bridge, and put forward the linear distribution of temperature effect [3]. In New Zealand, some scholars have 
carried out several model tests on one viaduct, and proposed the formulas to predict the temperature distribution 
along the concrete box girder [4-5]. Hoffman obtained the factors influencing the nonlinear temperature distribu-
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tion of a prestressed concrete box girder through the long-term observation of bridge temperature [6]. With the 
development of finite element theory and computer technology, temperature field can be analyzed and summa-
rized by finite element method [7]. In China, a thin-walled hollow high pier is modeled by finite element to fit its 
temperature difference curve [8-10]. Based on the measured temperature of Hongshuihe cable-stayed bridge and 
Jiujiang Yangtze River Bridge, Liu Xing analysed the temperature stress of a prestressed concrete box girder [8-
10]. Temperature gradient model of one cross-sea bridge has been analysed by both finite element method and 
entity model. [11-12]. Based on the monitoring data of Runyang Bridge, the whole life simulation method of the 
temperature field of a flat steel box girder  is put forward [13].

To sum up, scholars have done a lot of work on the temperature field and the prediction of the temperature 
field, including the actual test, theoretical formulas, finite element simulation and many other aspects. 

In the past decades, relying on the rapid developing infrastructure, many major bridges have been installed 
with health monitoring systems. Massive temperature data and response data from the monitoring system have 
been obtained. However, the computational cost of these theories or finite element methods is too high, leading 
to inconvenience for application. Because the data-driven model is not only convenient to apply but also can 
accurately express the actual state of the service bridge, further research is needed to explore the value of moni-
toring data and data driven model.

The change of the vertical deflection of the cable-stayed bridge is usually caused by traffic and temperature 
load, and the change of vertical deflection caused by temperature is often more significant. Therefore, the tem-
perature induced deflection is an important representation of the mechanical performance of cable-stayed bridge. 
If the regression model with high accuracy can be established between temperature and temperature induced de-
flection, it not only means that the accurate extraction of temperature induced deflection, but also means that the 
control value of the deflection of the bridge on is obtained.

For cable-stayed bridges, it is difficult to accurately establish the temperature induced deflection of ca-
ble-stayed bridge by conventional regression methods because of the nonlinearity in the relationship between the 
temperature and the deflection. Therefore, new technologies are needed to solve this highly nonlinear problem. 

The birth of machine learning provides an excellent tool for fitting model with nonlinear problems. Using 
machine learning technology or more advanced means is possible to solve the modeling of temperature in-
duced deflection of cable-stayed bridge. Compared with traditional machine learning tools, such as BPNN (back 
propagation neural network) [14] or SVM (support vector machine) [15], deep neural network has the ability to 
express more complex relationships. LSTM (long and short term memory) has the ability to express time series 
nonlinearity, which is very suitable with the requirements of modeling the deflection introduced by temperature.

Machine learning algorithms are still less used for the deflection model of cable-stayed bridge. So it is import-
ant to know if the traditional SVM and BPNN are enough for establishing the model, or the advanced LSTM and 
more advanced tools should be used. So we must conduct a comparative study of these tools, to analyze the com-
putational cost and accuracy of the calculation results of the different methods. Thus, the best modeling tool is 
sought in different methods. Finally, we use the best selected tool and the combined statistical test to explore the 
minimum anomalous deflection that can be detected.

2   Data from Monitoring System

The temperature and deflection data of this paper come from a bridge in the middle reaches of the Yangtze River. 
Fig. 1 shows the information of the bridge and the monitoring system. As shown in Fig. 1(a), the main girder is 
the continuous steel truss and the two towers are H-shaped concrete structure. The total length of this bridge is 
1218.5 m. For the main span, the length is 567 m.

82.71 243.00 82.79567.00 243.00
1218.50

West Bank East Bank

Temperature sensor
Displacement sensor

Sensor D Sensor T

(a) Elevation of the bridge
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(b) Front view of the location of the sensors in the main 
girder 

(c) Side view of the location of the sensors in the main girder 

Fig. 1. Bridge and bridge monitoring system

Fig. 1(b) and Fig. 1(c) shows the detailed locations of sensors installed on the main girder. The bridge connects 
the West Bank and the East Bank of the Yangtze River. A vertical displacement sensor, named D, is installed in 
the middle of the main span. Steel structure temperature sensor, named T, is also installed in the middle of the 
main span. The sampling frequency of the two sensors is 1Hz. As shown in Fig. 2, in the displacement data of 
sensor D, a lot of high-frequency information can be seen in the original data. These high-frequency signals, 
which are the deflection caused by the vehicle, looks like a lot of spikes. To model the temperature-induced 
deflection, it is necessary to extract the temperature-induced deflection. The temperature-induced deflection 
can be extracted by being averaged every given time period. Most of the existing studies use the hourly or 
daily averaging method to extract the temperature induced deflection [16-17]. Although the extracted data is 
smooth and reflects the characteristics of the temperature-induced deflection, it leads to the decline of real-
time performance. To ensure the appropriate data scale and timeliness, this paper uses the ten minute averaging 
method to extract the temperature-induced deflection. As shown in Fig. 2, the ever ten minute averaged data also 
maintains a considerable degree of smoothness, so this paper takes the ever ten minute averaged deflection data 
as the extracted temperature-induced deflection.
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Fig. 2. Original deflection data and temperature-induced deflection

The deflection data of sensor D after being averaged every ten minutes is named as D, and the temperature 
data of sensor T is named as T after being averaged every. With the time interval of 10 min, one day has 144 data 
points.

The time history curves of temperature and deflection are shown in Fig. 3. In this paper, the data during 11 
months are used for data mining. Compared with many existing studies, the amount of data in this paper is much 
larger, to ensure that the research results have higher reliability. After removing the vacancy value, there are 
45,648 data points remain in temperature and deflection respectively.
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Fig. 3. Time history curves of temperature and deflection

Based on these data, we will use different kinds of fitting tools to establish the relationship between T and D, 
that is, modeling the temperature-induced deflection. 

In addition to use the common linear regression to establish the correlation model between T and D, this paper 
will also use machine learning algorithms to establish the input-output model based on the similar mode of the 
time series modeling. We first introduce the machine learning algorithms.

3   Traditional Machine Learning Algorithm

3.1   Support Vector Machine (SVM)

Support vector machine (SVM) is a machine learning algorithm based on statistical learning theory. It has strong 
high-order expression performance. So SVM is often used for nonlinear regression analysis [18]. In SVM, non-
linear mapping function φ(x) is usually used for mapping x to high-dimensional vector, so the high-order cor-
relation between the input sample x and the predicted value y can be expressed. The regression value is y’ can be 
expressed as follow:

 y’ = ɷ ‧ φ(x) + b, (1)

where ω is weight coefficient, b is bias.
Use the insensitive damage function, ε, to expresses the model error. Then the calculation formula of the 

training error is as follow:
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Equal the regression analysis as objective optimization analysis. The relaxation factors, ζi and ζi*, are 
introduced into SVM algorithm, and the objective function and constraints can be constructed as Eq.(3) and 
Eq.(4):
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where C is penalty factor.
To solve Eq. (4), the Lagrange function is introduced to transform SVM regression formula as follow:

*

1
( )' ( ) ,α α

=

= +−∑
n

i i i j
i

y K x x b , (5)

where αi and αi* are lagrange multipliers, K(xi, xj) is the radial basis function. K(xi, xj) is shown as:

2, exp(( ) )
δ
−

= − i
i j

x x
K x x , (6)

where δ is the bandwidth of the kernel function.

3.2 Back Propagation Neural Network (BPNN)

BPNN is developed from the forward perceptron network, and is a very mature and reliable neural network [19]. 
In the 1980s, Error Back Propagation Training is developed and is applied in forward neural network, and thus 
BPNN is generated.

We use a BPNN with three layers as example. As shown in Fig. 4, a normal BPNN has at least one input layer, 
one hidden layer and one output layer. Assume the input layer has n units, the hidden layer has m units and the 
units in the output layer is l. For the input data {x1, x2, ..., xn}, the data will be processed as Eq. (7) to obtain the 
value h in hidden layer.

1
, 1, 2,.) .( .,

=

= − =∑
n

m ij i j
i

h f w x a j m , (7)

where wij is the weight coefficient, aj is the bias.

Fig. 4. The architecture of BPNN

Then the value {h1, h2, ..., hl} will be processed as Eq. (8) to obtain the value y’ in hidden layer.

1
, 1, 2,) ,( ...

=

′ = − =∑
m

k jk j k
j

y f w h b k l . (8)

y’ is the regression and the error between y’ and y will be calculated for backward propagation to optimize the 
parameters of neural network. Backward propagation is a quite mature algorithm, so this paper will not introduce 
the backward propagation algorithm.
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4  LSTM Network

In addition to the traditional machine learning algorithm, depth neural network has the stronger fitting 
performance. Recurrent neural network (RNN) is the network which is suitable for time series modeling. RNN is 
mainly used for processing sequence data. Its feature is that the output of the neuron at a certain time can be input 
to the neuron again as input data [20]. As shown in Fig. 5, this kind of network’s architecture is very suitable for 
time series data and can maintain the dependency relationship.

Fig. 5. The architecture of RNN

From Fig. 5, we can see the sequence {x1, x2, x3, ..., xt} is inputted into hidden layer one by one. Different from 
the traditional feed forward neural network, in the hidden layer cells, there has information passing between hid-
den layers. So, RNN can express the time-dependent characteristics.

However, the performance of RNN is still insufficient, which can not solve the problem of gradient explosion 
and gradient vanishing. So, on the basis of RNN, researchers have developed some types neural network with 
gate structures and thus obtaining the stronger nonlinear performance. LSTM network is the most classic one.

4.1 Long-Short Term Memory Network (LSTM)

LSTM network was first proposed in 1997 [20]. Its main purpose is to solve the long-term dependence problem in 
recurrent neural networks. The difference between LSTM and RNN is in the composition of the hidden cell, and 
one LSTM cell is shown in Fig. 6.

Fig. 6. LSTM cell in the hidden layer of the network

From Fig. 6, LSTM network adds three gates in hidden cell to control the processing of the information. These 
gates are actually composed of Sigmoid function and Tanh function. The retention degree of Sigmoid function 
is between 0 and 1 and the retention degree of Tanh function is -1 to 1, so the scope of the information can be 
controlled.

If using formulas to explain the gate structure in LSTM, the relevant formulas are shown as follows. 
The activation functions are Sigmoid function and Tanh function, which are commonly used in neural network, 

as shown in Eq. (9) and Eq. (10) respectively.

1( )
1 zz

e
σ −=

+
, (9)

where z is the input of the neurons.
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For the input data, LSTM network cell performs calculation as the following equations:

1tanh( [ , ] )−= +
c tt t cW h x bC , (11)

1( [ , ] )ft t t fW h xf bσ −= + , (12)

1( [ , ] )it t t iW h xi bσ −= + , (13)

1( [ , ] )ot t t oW h xo bσ= + , (14)

1* *tt t t tC i f CC −= + , (15)

* tanh= =t t t ty h o C , (16)

where Wc, Wf, Wi, Wo are weight coefficients; bc, bf, bi, bo are biases; tC  and Ct represent the information of the 
internal state; ft, it, ot, bo are the information gates; yt  and ht represents the output information.

4.2 Nested Long-Short Term Memory Network (NLSTM)

Although LSTM has the strong nonlinear fitting performance, it may still face the problem of gradient disappear-
ance in some complex tasks and long-time tasks. To solve the defects of LSTM, the Nested Long-Short Term 
Memory network was developed to obtain the stronger nonlinear fitting performance [21].

As shown in Fig. 7, the NLSTM cell is developed on the basis of LSTM. One NLSTM cell can be understood 
as being increased the depth in the cell, that is, NLSTM has a deeper architecture than LSTM. The data flow of 
NLSTM can be expressed by the following equations:

1( [ , ] )ft t t fW h xf bσ −= + , (17)

1( [ , ] )it t t iW h xi bσ −= + , (18)

( [ , ] )ot t t oW h xo bσ −= + , (19)

1* ( [ , ] )σ −= + t c tt t ci W h x bx , (20)

1 1*− −=
t t th f C , (21)

1( [ , ] )σ −= + 



f t t ft W h x bf , (22)

1( [ , ] )σ −= +  
i t t it W h x bi , (23)

1( [ , ] )σ −= + 



o t t ot W h x bo , (24)

1 1* * ( [ , ] )σ− −= + +    
t t c t tt t cf iC W h x bC , (25)
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* ( )σ= t t toC C , (26)

*= =t t t ty h o C . (27)

where ,
fW  ,iW  ,oW  

cW  are weight coefficients; ,fb  ,ib  ,ob  b̃o are biases; tx  and 
th  represent the internal informa-

tion. 

Fig. 7. NLSTM cell in the hidden layer of the network

The above fitting tools will be tested for selecting the best modeling scheme.

5  Data Flow and Evaluation Indicator

5.1 Learning Strategy and Data Flow of Model

In this paper, the supervised learning mode is used to establish the corresponding relationship between tempera-
ture data and deflection data. The data is divided into the training set and the test set. The training set is used to 
train the network, and the back-propagation is used to complete the gradient descent and update the network pa-
rameters. Finally, the neural network with excellent fitting performance is obtained. In this paper, the first 75% of 
the total data is taken as the training set, and the last 25% as the test set. 

As shown in Fig. 8, the training process is common for different modeling tools. After the data is divided into 
training/test sets, the data is normalized and is brought into the network. The output data y’ is compared with the 
real value for calculating loss, and the mean square error (MSE) is used as the loss value for back propagation to 
optimize the network. So far, an iteration is completed. The architecture of all networks used in this paper has one 
input layer, one hidden layer, one full connection layer and one output layer.
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Fig. 8. Training process of machine learning algorithms

For the cable bridge, the response data of and the temperature data during the previous five hours data are most 
strongly correlated [8]. Therefore, the input model data is 5 hour temperature data (30 data points). The learning 
mechanism established in this paper is to fit the deflection data of the next moment with the temperature informa-
tion of the past period, and its supervised learning strategy is shown in Fig. 9. The temperature data T in the pre-
vious 30 moments corresponds to the deflection data D of the next moment, and so on to complete the input and 
output project.

Fig. 9. Supervised learning mechanism

5.2 Evaluation Indicators

Evaluating the performances of different models to seek the fitting tool with the optimal performance, some indi-
cators is needed to be developed to evaluate the output results of different models. For the regression model, the 
first thing we pay attention to is its output accuracy, so we use mean squared error (MSE) to evaluate its accuracy, 
and MSE can be calculated as follow:

2
1
( ' )N

nn
D D

MSE
N

=
−

= ∑ , (28)

where N is the number of data points in the dataset, D’n is the nth regression value, D  is the mean of the true data.
In addition to well precision, we want to spend less time in training the neural network, that is, we want to 

build the model more efficiently. To evaluate the efficiency of the model, an index to comprehensively evaluate 
efficiency is established as η. This index is the product of model training time t and model error MSE, η, as shown 
in Eq. (29):

t MSEη = × . (29)

Next, we will test and evaluate the models established by different methods to select the best tool for regress-
ing the temperature deflection of cable-stayed bridges.
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6 Test and Discussion

This paper will test the trained SVM, BPNN, LSTM and NLSTM, and compare the machine learning results with 
the result of traditional regression analysis.

6.1 Calculation Results of Different Methods

According to the regression model established by D and T, the fitting formula was D = -1.66T + 497.857, and the 
goodness of fit is 0.684. Take the test set into the regression equation, and the comparison between the real value 
and the regression value is shown in Fig. 10. The MSE of the linear regression results is 74.14 mm2. Obviously, 
the precision of the linear regression method is useless. Continue to test the models obtained by machine learning 
methods.
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Fig. 10. Linear regression result

The normalized loss curve during training phase of the SVM model is shown in Fig. 11(a). After training with 
100 epochs, the model is convergent. We take the test set into the trained SVM, the output result is shown in Fig. 
11(b). Only by observation, the performance of SVM is significantly improved compared with the linear regres-
sion model, but the SVM result is still unsatisfactory. The MSE of the SVM results is 55.22 mm2.
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(a)  Loss curve of the training of SVM model                          (b) Regression result of SVM model
Fig. 11. SVM regression result

The normalized loss curve during training phase of the BPNN model is shown in Fig. 12(a). After training with 
100 epochs, the model is convergent. The result of the trained BPNN is shown in Fig. 12(b). Undoubtedly, the 
effect of artificial neural network is better than SVM model. The MSE of the BPNN results is 46.53 mm2.
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Fig. 12. BPNN regression result

Next, the result of LSTM is shown in Fig. 13(a) and Fig. 13(b). The result of LSTM is better than that of 
BPNN, showing the advantage of deep neural network. The MSE of the LSTM results is 31.83 mm2.
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Fig. 13. LSTM regression result

The result of NLSTM is shown in Fig. 14. The result of NLSTM is better than LSTM and is the best in 
different methods, showing the progressiveness of improved deep neural network. The MSE of the NLSTM 
results is 20.83 mm2.
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(a)  Loss curve of the training of NLSTM model                     (b) Regression result of NLSTM model
Fig. 14. NLSTM regression result

6.2 Discussion on Optimal Model

As shown in Fig. 15, NLSTM is undoubtedly the best fitting tool only by precision. However, the evaluation of a 
model requires not only the precision, but also the training and the comprehensive efficiency of the model.
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The training of SVM is 112 s; the training of BPNN is 225 s; the training of LSTM is 322 s; the training of 
NLSTM is 823 s. The comprehensive efficiency of the model should be expressed by η. The smaller the η, the 
higher the efficiency. The η of different model is shown as Fig. 16 as below.
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Fig. 16. Comprehensive efficiency (η) of different fitting methods

As shown in Fig. 16, the comprehensive efficiency of SVM is best, however the precision of SVM is not 
enough. In the other three models, LSTM not only has the best comprehensive efficiency which is massively 
smaller than that of NLSTM, but also at the same time, it is not much worse than NLSTM in precision. So LSTM 
is considered as the optimal fitting tool for building the model of the deflection of the cable stayed bridge. 

 6.3 Abnormal State Recognition Based on Statistical Pattern

The value output by the LSTM model can be used as the control value of the normal state, by the statistical 
pattern of t-test, the abnormal deflection can be recognized. We set the abnormal deviations from 0.5% to 15%. 
The test results is H1 and H0. H1 means the abnormal can be recognized and H0 means the abnormal can’t be 
recognized. The result of t-test can be seen in Table 1. 

Table 1. The results of t-test by LSTM model 
Deviation (%) t-test
15 H1
10 H1
8 H1
6 H1
4 H0
2 H0
1 H0
0.5 H0
0.25 H0

As shown in Table 1, 6% is the minimal abnormal deviation which can be recognized by the LSTM control 
value and the statistical pattern of t-test. To sum up, the temperature-induced deflection modeling of cable-stayed 
bridge is a highly nonlinear project. By using the machine learning LSTM network, the output precision can 
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be improved a lot than the traditional methods. The LSTM model is the optimal fitting tool considering both 
precision and modeling efficiency. Recognizing 6% abnormal deflection is positive for operation and maintenance 
of the cable-stayed bridge.

7  Conclusions

(1) The precision of the traditional linear regression analysis can not meet the requirements of bridge monitor-
ing. With the progress of computer technology, machine learning tools should be explored whether can be used to 
establish the high-precision deflection model of cable-stayed bridges. Considering both the precision and model-
ing efficiency, LSTM is the optimal tool which can reach the precision of mean square error as 31.83 mm2.

(2) Use the regression value output by LSTM as the control value combining with the statistical pattern of 
t-test, the 6% abnormal deflection can be recognized. This recognizing value is really small and thus has the 
positive value for operation and maintenance of the cable-stayed bridge. 
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