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Abstract. The construction of a lean operation and inspection integrated management system for substations 
is an important part of the development and maintenance of the power system. Forecasting the investment ben-
efits of substation project development is an important issue in feasibility analysis. Therefore, we need to use 
a highly accurate method to make a prediction of the investment benefit of this project. Granger causation is a 
causal relationship based on “prediction”, and inferring about its causality is a key task in time series analysis. 
In this paper, we propose a new estimation method, Granger causality estimation based on supervised learning. 
This method uses an eigenvalue representation of the distance between conditional distributions conditioned 
on past values. And for different time series, the method can give different feature vectors. Applying it to the 
prediction of the investment efficiency of the substation can achieve a good prediction effect. Therefore, we 
used granger causality to build a predictive model of the return on investment in substations.
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1 Introduction

With the development of China’s economy, the demand for electricity is increasing day by day, and China has 
carried out a preliminary reform of the electricity market, so investors pay more attention to the economic benefits 
of investment. At the same time, the project evaluation and research work will effectively promote the standard-
ization and scientificization of the substation project, to further improve the decision-making level of the project. 
Therefore, we urgently need a forecasting model to predict the benefits of the substation.

Discovering the relationship between cause and effect (Causal relationship) between time dependent vari-
ables is one of the important issues in time series analysis, and has broad application prospects. For example, the 
amount of investment X in research and development (R&D) has an impact on total sales Y, but Y has no impact 
on X. This causal relationship (X→Y) helps companies make decisions. In addition, discovering causal relation-
ships (control relationships) between genes from time series microarray data is one of the most important tasks in 
the field of bioinformatics.

Granger as the definition of Causal relationship between time dependent variables, Granger Causal relationship 
[8] is widely used in various fields [1]. It defines that if the past value of the variable X is useful for predicting the 
future value of the variable Y, (in the sense of Granger Causal relationship) X is the cause of Y.

The purpose of this study is to establish a Granger Causal relationship estimation method that does not require 
in depth expertise in data analysis. For this reason, this paper proposes a Granger Causal relationship estimation 
framework based on supervised learning. Specifically, and the conditional distribution of the future value of Y 
in consideration of the past value of [x, y] as the distance between these points (maximum mean discrepancy 
(MMD) [9]) calculate the distance between distributions.

Through experiments, this scheme has higher inference accuracy compared with the existing schemes that use 
regression models to identify Granger Causal relationship and the existing schemes that infer Causal relationship 
from i.i.d. data based on classification. In addition, to estimate Granger Causal relationship from multivariate 
time series data, how to extend the proposal method will also be mentioned. The basic idea of the proposal meth-
od is in the literature [6], but the difference between the eigenvectors of grander Causal relationship and different 
directions, experiments have proved that the results of a kind of artificial data can only show no, and the series 
of data with multiple variables. There are only actual data in the experiment for the object, and there is not much 
investigation of the experimental results. In this paper, first, in order to improve the reliability of the experimental 
results, the effectiveness of the proposed multivariate expansion is verified. In addition, related research on causal 
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inference methods based on supervised learning and methods for obtaining kernel average estimators will also be 
detailed.

2 Granger Causal Relationship	

As we all know, the existence of correlation between variables does not mean that there is a causal relationship. 
However, when there is a causal relationship between variables, there is a correlation [2].

In Granger Causal relationship, if the past value of variable X is useful for predicting the future value of vari-
able Y, (in the sense of Granger Causal relationship) X is considered to be the cause of Y. It is defined as follows: 
Definition 1 (Granger Causal relationship [8]) considers a stable process, that is, a stable random variable se-
quence { , }( )t tX Y t N∈ , but tX  and tY  are defined on X and Y respectively. Here, XS  and YS  are set as observa-
tions of random variables 1{ , }tX X , 1{ , }tY Y , respectively. At this time,

                                            ( ) ( )1 1| , |t X Y t YP Y S S P Y S+ +≠ .

If it is true, tX  (in the sense of Granger Causal relationship) is defined as the cause of tY .

1 1( | , ) ( | )t X Y t YP Y S S P Y S+ += .                                                                                       (1)  

If it is true, tX then (in the sense of Granger Causal relationship) is defined as a cause that is not tY .
In order to judge whether the conditional distribution 1( | , )t X YP Y S S+  and 1( | )t YP Y S+  are the same or not, in the 

existing methods [1, 8], according to statistics Hypothesis test to determine whether the conditions attached to the 
expected value 1[ | , ]t X YE Y S S+ , 1[ | ]t YE Y S+  are equal. This is a much easier question than judging whether equation 
(1) is true or not. For example, in the existing method [8], these conditional expected values are represented by 
(V)AR models, and test statistics are calculated based on prediction errors to identify Granger Causal relationship.

When expressing conditional expectations, these methods require appropriate regression models that can 
explain the data well. However, in fact, it is not easy to choose this regression model. In response to this problem, 
this paper proposes a new method based on supervised learning.

3 Proposal Method

3.1 Task Settings

In the proposed method, the problem of Granger Causal relationship is solved as a problem of supervised learn-
ing. Specifically, the classifier is learned using time series data (training data) with known Causal relationship, 
and the existence nonexistence and direction of Granger Causal relationship are unknown using the obtained clas-
sifier. Solve the problems of supervised learning to estimate the existence nonexistence and the direction of time 
series data (test data).

Now, suppose that the training data is composed of N pairs of bivariate time series data 1, NS S . However, 

[14] suppose that each time jS series is an observation of random variables ( ) ( )1 1
1 1{ , , , , }

j j

j j
T TX Y X Y ( {1,..., })j N∈

, where the length is represented by a constant jT . Here, the individual point series jS , causal label is called 

{ 1, 1,0}jl ∈ + − distribution, which means ( )1 ,...,
j

j j j
TY Y Y= .

Let v( ⋅ ) be a function that transforms the time series jS  into a single feature vector. In the proposed method, 
classifier learning is first used. Then, the problem of estimating Granger Causal relationship from the two-variable 
time series data S (test data) can be said to be the problem of assigning labels to feature vectors using the learned 
classifier.

As will be described later in Section 3.3, this type of classification task can be extended to multivariate time 
series data.
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3.2 The Design of the Classifier

In order to construct a classifier that assigns a causal label to each time series, we formulate a feature expression 
v( ⋅ ). In the following, we will describe how to convert each time series data into feature vectors that are suffi-
ciently different according to the existence nonexistence and direction of Granger Causal relationship between 
variables.

Design Pointer.  In this paper, Granger Causal relationship means, for example, when X is the cause of Y, and Y 
is not the cause of X, use X→Y to represent the causal label. That is, based on definition 1, the causal label of 3 
values is expressed as follows:

1 1

1 1

( | , ) ( | )
,

( | , ) ( | )
t X Y t X

t X Y t Y

P X S S P X S
X Y if

P Y S S P Y S
+ +

+ +

=
→  ≠

.                                                                   (2)

1 1

1 1

( | , ) ( | )
,

( | , ) ( | )
t X Y t X

t X Y t Y

P X S S P X S
X Y if

P Y S S P Y S
+ +

+ +

≠
←  =

.                                                                   (3)

No .
 
Caustation . 1 1

1 1

( | , ) ( | )
( | , ) ( | )

t X Y t X

t X Y t Y

P X S S P X S
if

P Y S S P Y S
+ +

+ +

=
 =

.                                                    (4)

To assign a causal label to each time series according to equations (2), (3), (4), it is necessary to determine 
whether the conditional distribution is the same. To judge whether the conditional distribution is the same, the 
proposal method uses the kernel average instead of the regression model. This kind of mapping is injective when 
using characteristic kernels (such as Gaussian kernels), that is, different distributions will not be mapped to the 
same point [5].

Therefore, if the kernel average is used, the relationship expressed by the equations and inequalities between 
the conditional distributions in equations (2), (3), and (4) can be expressed as the equations and inequalities be-
tween the kernel averages.

The kernel is divided into 1( | , )t X YP X S S+ , 1( | )t XP X S+ , 1( | , )t X YP Y S S+ , 1( | )t YP Y S+ , they are respectively mapped 
into 1 | ,t X YX S Sµ + , 1 |t X XX S Hµ + ∈ , 1 | ,t X YY S Sµ + and 1 |t Y YY S Hµ + ∈ . Among them, XH and YH are RKHS respectively. 
At this time, equations (2), (3), and (4) can be rewritten into the following forms.

1 1

1 1

| , |
,

| , |
t X Y t X

t X Y t Y

X S S X S
X Y if

Y S S Y S
µ µ
µ µ

+ +

+ +

=
→  ≠

.                                                                         (5)

1 1

1 1

| , |
,

| , |
t X Y t X

t X Y t Y

X S S X S
X Y if

Y S S Y S
µ µ
µ µ

+ +

+ +

≠
←  =

.                                                                         (6)

No Caustation . 1 1

1 1

| , |
| , |

t X Y t X

t X Y t Y

X S S X S
f

Y S S Y S
µ µ
µ µ

+ +

+ +

=
 =

.                                                            (7)

In order to assign the causal label RKHS based on equations (5), (6), (7) whether two points in the RKHS are 
equal at time t, in other words,the distance between the two points this is what is called in the kernel method com-
munity Maximum Mean Difference (MMD) [9] Just judge whether it becomes zero at time t.

In the proposal method, the classification used to estimate Granger Causal relationship uses the feature quan-
tity representation v(.) based on MMD to construct the container. Using MMD, the distance between conditional 
distributions can be defined as follows [9].

 
1

2 2
1 1| , | ||

t xY t X Y t X HMMD X S S X S 
     .                                                                    (8)
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When estimating the MMD, use the appropriate number of times that can explain the data well, and there is no 
need to select the regression model, and there is no need to estimate the density function of the conditional distri-
bution. Inspection volume [4] or back check library diversity [11] is more attractive. Because when the former is 
used to estimate the distance between distributions with conditions, an appropriate regression model should be se-
lected. When the latter is used, the estimation of the density function of the conditional distribution is necessary, 
because the number of samples in the data is difficult to achieve.

Kernel Average, Estimate of MMD.  This Section describes the reason why KKF-CEO can estimate the kernel 
mean of the distribution conditioned on all past observations by the existing method. This chapter describes how 
these kernel average estimates are expressed.

For the kernel mean of the conditional distribution 1 | ,t X YX S Sµ + , 1 |t XX Sµ + is no exception. If KKF-CEO is 
used, the function xφ  has related components and the inferred form is as follows:

1

1
2

| , ( )
t

XY
t X Y T T

T
X S S x xµ ω φ

−

+
=

= ∑ .                                                                                    (9)

1

1
2

| ( )
t

X
t X T T

T
X S x xµ ω φ

−

+
=

= ∑ .                                                                                        (10)

2 1[ ,..., ]XY XY XY T
tω ω ω −= , 2 1[ ,..., ] ( 3)X X X T

t tω ω ω −= > is a weight vector with real values.
By substituting equations (11) and (12) into equation (8), MMD2

Xt+1 can be estimated as follows.

1

1 12

2 2
( 2 ) ( , )t

t t
XY XY X X XY X

X T T T T T T x T T
T T

MMD k x x     

 

   
 

    .                                             (11)

Kernel Average, Estimate of MMD.  To construct a classifier for Granger Causal relationship estimation, the 
proposed method uses the MMD pair dt = [MMD2

Xt+1
, MMD2

Yt+1
]T that can be estimated by equation (13) to obtain 

the feature vector. By using MMD pairs, it can be expected that feature vectors that are sufficiently different for 
the causal labels of different time series can be obtained. This is because, as can be seen from equations (5), (6) 
and (7), whether MMD is zero depends on the causal label. In practice, the estimator from a limited data sample 
is used, so the MMD will not be completely zero, but as shown in Fig. 1, it is expected that the causal label will 
infer sufficiently different MMD pairs, in fact, in experiments using artificial data, the difference in MMD pairs 
due to differences in causal labels was confirmed.

Fig. 1. Transfer function measurement in FRA
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Since equations (5), (6) and (7) are independent of time t, this difference in MMD pairs is independent of time 
t. To take advantage of these differences, the proposed method uses MMD versus dt for each time t. Therefore, 
from the time series data 1 1{( , ),...,( , )}T TS x y x y of length T, the length is W (W < T) ( 1) ( 1){( , ),...,( , )}t W t W t tx y x y− − − −

(t=W, ..., T) ready to use. As a result, we have obtained a series of MMD pairs { ,..., }W Td d .
To determine whether the MMD is zero at time t, we use the entire sequence of these MMD pairs to obtain a 

feature vector. The entire series of MMD pairs can be combined into a feature vector as it is, but if the feature 
vector is defined in this way, the dimension of the vector becomes 2(T-W+1), and the length T becomes a form, 
which is a different time The sequence provides feature vectors with different dimensions.

Therefore, in the proposal method, to obtain the feature vector whose number of dimensions does not depend 
on the time series length T, the kernel average value of the distribution followed by the MMD sequence is con-
sidered, and the feature vector is calculated based on the estimator. For this reason, a new kernel Dk , which is 
different from Xk  and Yk .The unbiased estimator of the kernel of the distribution average Q( tD ),the feature map 
defined by the kernel Dk  on D, ( ) ( , )D Ddt k dtφ ≡ ⋅  uses the expression feature definition to be the following form.

1( ) ( )
1

T

D
t W

v S dt
T W

φ
=

≡
− + ∑ .                                                                                       (12)

                                            where  
1 1

2 2
[ , ]t t

T
X Ydt MMD MMD   

In formula (14), the feature map ( )Dφ ⋅  is the calculation, and the existing method random fourier features 
(RRF) uses the feature map to randomly sample the low dimensional feature vector of the Fourier transform of 
the kernel function. As an approximation. In the experiment, the number of features m is set to m = 100, even if a 
larger m is used for experiments, the estimation accuracy is not greatly improved.

3.3 Extension to Multivariate Time Series

Finally, we describe a method to extend the proposed method to n variable time series (n ≥ 3).

The Case of 3 Variable Time Series.  The feature representation of the 3 variable time series is designed based 
on conditional Granger Causal relationship [7]. Different from Definition 1, this is the definition of Granger 
Causal relationship and can be applied to multivariate time series.

According to Definition 1, Granger Causal relationship is estimated from a 3 variable time series, knowing 
that the wrong result is true. For example, (in the meaning of Granger Causal relationship) there is no causal 
relationship between variables X and Y, and when the third variable Z is the common cause of X and Y, it is 
erroneously deduced to be the cause of Y or the cause of X. It is known Can be determined. This is due to the 
influence of Z, 1 1( | , ) ( | )t X Y t YP Y S S P Y S+ +≠  or 1 1( | , ) ( | )t X Y t YP Y S S P X S+ +≠ may hold, in addition, There is no Granger 
Causal relationship between variables X and Y. For example, the situation where X affects Y through Z (i.e., 
X→Z, Z→Y) is also the case, due to the influence of Z, 1 1( | , ) ( | )t X Y t YP Y S S P Y S+ +≠  is sometimes true. Through the 
same reason, we can know that there is a grander Causal relationship from X to Y is a wrong judgment.

In order to consider the influence of variable z, in conditional grander Causal relationship, the observation 
ZS  of the defined probability variable 1{ ,..., }tZ Z  on z considers the two conditional distributions of conditional 

measurement, if 1 1( | , , ) ( | , )t X Y Z t Y ZP Y S S S P Y S S+ +≠ holds, then X is the cause of Y when Z is given, otherwise X is 
not the cause of Y when Z is given.

In the retrieval method, the introduction of causal label based on this conditional Granger Causal relationship 
is considered. Same as formula (2), the causal label X → Y

                                            1 1

1 1

( | , , ) ( | , )
,

( | , , ) ( | , )
t X Y Z t X Z

t X Y Z t Y Z

P X S S S P X S S
X Y if

P Y S S S P Y S S
+ +

+ +

=
→  ≠
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In short, this can be expressed as follows.

                                            1 1

1 1

| , , | ,
,

| , , | ,
t X Y Z t X Z

t X Y Z t Y Z

x s s s x s s
X Y if

y s s s y s s
µ µ
µ µ

+ +

+ +

=
→  =

.

In order to correspond to the situation where there are variables with common causes between two variables, 
1 | , ,t X Y Zx s s sµ + , 1 | ,t X Zx s sµ + , MMD2

Xt+1|Z of MMD between, and 1 | , ,t X Y Zy s s sµ + , 1 | ,t Y Zy s sµ + , MMD2
Yt+1|Z of the 

MMD between are considered to be added to the feature quantity performance. That is, the feature quantity 
representation (14) is expanded by transforming dt as follows.

1( ) ( )
1

T

D
t W

v S dt
T W

φ
=

≡
− + ∑ .                                                                                       (13)

                                           where  dt = [MMDXt+1
2 , MMDYt+1

2 , MMDXt+1|Z
2 ,MMDYt+1|Z

2 ]T  

The Case of n Variable Time Series (n > 3).  For the feature quantity representation of the 3 variable time series 
shown in formula (15), by further adding MMD to dt, it is possible to expand the feature quantity performance of 
the n variable time series (n > 3), but the n variable in the case of each variable, the number of combinations of 
variables that may become a common cause in the pairing explodes, so the training data is composed of n vari-
ables. Due to the difficulty of adequate preparation, in the proposal method, even in the case of n variables, the 
feature quantity expression of equation (15) is used.

In the scheme method, for the variable of the 2n C  variable formed by selecting two of the n variables, the fea-
ture quantity expression of equation (15) is used between each variable pair to estimate the presence or absence of 
Granger Causal relationship.

Hereinafter, the variable of a certain variable among the n variables is set to X, Y, and the method of estimat-
ing the causal relationship between X and Y is described. First, set the three groups of variables ( , , )vX Y Z  as 

{1,..., 2}v n∈ −  to consider separately, and use equation (15) to calculate according to the time series data related 
to these three variables Feature vector. Next, use the learned classifier to calculate the distribution probability of 
causal label (X→ Y, X← Y, and No Causation) according to each feature vector. Finally, the causal label with the 
highest allocation probability is allocated in chronological order to infer the Causal relationship.

4 Experiment

4.1 Experimental Setup

The performance of the proposal method (hereinafter referred to as Supervised Inference of Granger Causality 
(SIGC)), the existing method of inferring Causal relationship through i.i.d data supervised learning, RCC, 
VAR model, GAM, using Carl regression to identify Granger Causal relationship. The existing methods VARGC

[8], GAMGC , KERGC , and the estimation of Causal relationship based on density function estimation instead of re-
gression model, transfer entropy TE, were compared.

In the proposal method, random forest is used as the classifier. Random forest is selected here because RCC, 
which is one of the comparison methods, is experimentally higher when using random forest than when using 
SVM. The estimation accuracy of [9]. In order to prepare the feature vector, the kernel functions Xk , Yk , and the 
Gaussian kernel as Dk . The parameter W of the proposed method and the parameter of the existing method have 
the best performance in each method in the human data experiment described later. As a result, W in the scheme 
becomes W=12.

4.2 Experiments using 2 Variable Time Series

Learning Classifier.  Using 2 variable time series data, learned a classifier for estimating Granger Causal 
relationship. Same as the existing methods based on supervised learning [3, 10, 13], artificial experimental data 
and actual data experiments, using artificial data to learn the classifier. This is because there are very few actual 
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data on known Causal relationship.
As training data, 15,000 pages of 2 variable time series data with a length of T = 42 is prepared. Specifically, 

as shown below, linear time series data and non linear time series data, are prepared.
•	 Linear time series: The sample comes from the following VAR model.

1

1 t

t

P Xt t T
T

Tt t T Y

EX X
A

Y Y Ep
−

= −

    
= +     

      
∑ .                                                                                (14)

 
When the label obtains the time series of X→Y, the coefficient matrix is expressed as

                                            
0.0T

T
T T

a
A

c b
 

=  
 

.

•	 Non linear time series: Same as above, based on the VAR model, using the standard sigmoid function 
( ) 1 / (1 exp( ))g x x= + − . Sampling. For example, when the series with the label X→Y is obtained, when tY  

depends on 1{[ ( ), ] }T P
t T t T Tg X Y− − = , tX  only depends on the form 1{ }P

t T TX − =  Medium sampling.

Manual Data Experiment.  Use the linear test data and non linear test data generated as follows to conduct an 
evaluation experiment.

•	 Linear test data: A 300 page linear time series is generated based on equation (16). Here, the number of 
time series with labels X→Y, X→Y and No Causation is set to 100, and the generation of some parameter 
settings is different from the training data (e.g., the dispersion of noise is given p∈ {0.5, 1.0, 1.5, 2.0}.

•	 Non linear test data: 300 pages of non linear time series generated, so that the number and label time series 
X→Y, X→Y has no causal relationship is 100. Here,the nonlinear time series labeled X→Y is generated 
by the following equation.

10.2 0.9
tt t XX X E−= + .                                                                                              (15)

2 2
1 2 10.5 exp( ( ) ) 0.7cos( ) 0.3

tt t t t YY X X Y E− − −= − + − + + + .                                             (16)

Here, the noise variables 
Xt

E , 
tYE  are sampled from the standard normal distribution N(0, 1). Similarly, a 

time series with the label X←Y is generated. Prepare the time series with the label No Causation by ignoring the 
exponential function term in equation (18).

The performance of the proposed method is compared with the existing methods using linear test data and non 
linear test data. Fig. 2 shows the estimation accuracy of each method. Here, since the proposed method and RCC 
use randomly generated training data, the average and standard of 20 experiments using different training data.

Fig. 2. Test accuracies (left: linear test data; right: nonlinear test data) means and standard deviations (error bars) are shown 
for our method and RCC based on 20 runs with different training data
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First use the non linear test data and use the MMD pair {dt} as a histogram. As mentioned earlier, these MMD 
pairs are used to calculate feature vectors for each time series.The same experiment was carried out using linear 
test data,and as shown in Fig. 4, the results suggesting the validity of the feature quantity expression were also 
obtained.

Fig. 3. Histogram of MMDs used to compute the feature vector for each time series in nonlinear test data with 
X→Y (bottom left), X←Y (bottom right), and No Causation (top)

Fig. 4. Histogram of MMDs used to compute the feature vector for each time series in linear test data with 
X→Y (bottom left), X←Y (bottom right), and No Causation (top)

If completely different MMD pairs can be obtained through causal label, causal label can be assigned even if 
training data is not used. First, the system used by MMD column, whether the average value of MMD2

Xt+1 is zero,  
in order to judge whether the average value of MMD2

Yt+1. if two p are used Value and a certain threshold (signifi-
cance level), a causal label (X→Y, X←Y, or No Causation) can be assigned to each time series.

Actual Data Experiment.  The performance of the proposed method is evaluated using actual data. Here, in or-
der to improve the reliability of the experiment, the following two test data sets are prepared:

•	 The first test data set consists of 5 pairs of time series data downloaded from the database Cause Effect 
Pairs [11], which is a set of data with known true Causal relationship. For example, River Runoff is a bi-
variate time series data about average precipitation X and average river discharge Y. The true Causal rela-
tionship is called X→Y [13].

•	 The second test data set is to prepare the above mentioned five pairs of time series by obtaining the time 
series of each part. Therefore, divide each time series and prepare multiple partial time series with length 
T = 200.

Table 1 shows the experimental results when using each test data set. Here, the RCC results in Table 1 are 
omitted. RCC used different training data for 20 experiments, and each time there was a speculation result with 
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completely different output. It can be seen from Table 1 that no matter what the length T of the time series is, the 
proposed method achieves a higher estimation accuracy than other existing methods.

Table 1. Causal relationships inferred from the first test dataset 
(‘yes’ and ‘no’ denote correct and incorrect results, respectively)

SIGC VARC GAMGC KERGC TE
River Runoff (T = 432) yes yes yes no yes
Temperature (T = 16382) yes no yes yes no
Radiation (T = 8401) yes yes yes yes yes
Internet (T = 498) yes yes no no yes
Sun Spots (T = 1632) yes no no no yes

To confirm that the feature representation returns sufficiently different feature vectors based on the causal label, 
the same verification experiment was performed in Fig. 3 and Fig. 4.

Specifically, for the 2 variable time series data included in the second test data set, the MMD pair {dt}obtained 
from each time series is visualized as a histogram, and the result is shown in Fig. 5. The left side of Fig. 5 is the 
results related to the time series data obtained by River Runoff, Temperature, Radiation whose true Causal rela-
tionship is X→Y, and the right side of Fig. 5 is the Internet with real Causal relationship X→Y, obtained by Sun 
Spots Results related to time series data.

Fig. 5. Histogram of MMDs used to compute the feature vector for each time series in the second test dataset with 
X→Y (left) and X←Y (right)

It can be seen from Fig. 5 that even with the actual data mentioned above, a completely different MMD is ob-
tained according to causal label.

4.3 Experiments using Multivariate Time Series

The performance of the proposed method was evaluated in a series of data with the number of variables n ≥ 3. The training 
data were used artificial data and consisted of generated time series data for 3 variables.

Manual Data Experiment.  First, use nonlinear artificial data with 3 variables to evaluate the performance of the 
proposed method. The test data is generated based on the three logistic maps expressed by the following equation.
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2 2
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= − +
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.                                                                   (17)

Here, a = 1.8, s = 0.01, and the noise variables 
tXE , 

tYE , and 
tZE  are samples of the standard normal distri-

bution N(0, 1). The initial values 1X , 1Y , 1Z  are sampled from the uniform distribution U(0, 1), 100 types are 
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prepared, the time series length is T = 1,000, and 100 types of three variable time series data are prepared. It can 
be seen from equation (19) that the true causal label between the variable pairs (X, Y) and (Z, X) is Y→X, X→Z, 
and there is no Granger Causal relationship (i.e., No Causation).

Actual Data Experiment.  The performance of the proposed method is evaluated using actual data. The 
following time series microarray data were used as test data.

In this experiment, the number of noncausal gene pairs is much greater than the number of causal gene pairs, 
but is evaluated based on the macro average F value and the micro average F value. The macro average F value 
is the calculated and averaged F value for each class, and the micro average F value is independent of different 
classes. Find the F value for all cases.

5 Conclusions

As we all know, in the power supply system, the voltage conversion and distribution of the system are achieved 
with the help of substations, which are the hubs connecting various power grids, organically linking different 
levels of power grids, and carrying out planned, step-by-step, purposeful control and diversion of electric energy, 
and its safety and stability directly affect the security of the entire power grid system. Therefore, investment in 
substations is very important and promotes the country’s economic development. Therefore, it is necessary to use 
Granger causal calculation of the investment benefit of the substation.

This method has achieved higher estimation accuracy than existing methods in the comparative experiment of 
artificial data and actual data. In the existing model based methods that use regression models, the estimation ac-
curacy varies greatly according to whether the regression model fits the data well, but the proposed method uses 
the same feature expression and the same classifier (in In the experiment, random forest), reached a sufficiently 
high estimation accuracy. Compared with the existing causal inference method RCC based on the classification of 
i.i.d. data, the proposed method also shows higher estimation accuracy. This result implies the validity of the pro-
posed feature quantity representation.

In addition, in this article, we also describe a method for extending the proposed method so that Granger 
Causal relationship can be estimated from multivariate time series, and the effectiveness of the extended proposed 
method is verified through experiments using artificial data and actual data.

The future prospect is to deal with complex actual data. Specifically, it can handle non stationary time series. 
For nonstationary time series, it is necessary to consider 1) whether Granger Causal relationship and direction 
will not change, 2) whether Granger Causal relationship and direction change with time, so this case is not appli-
cable. To cope with such complex problem settings, further expansion of the proposal method is a future issue.

In addition, in the results shown in Fig. 3 to Fig. 5, There is no guarantee that the feature vector will be ob-
tained in this way. It is also very important as a future subject to study what kind of time series can be obtained 
based on the existence and direction of Granger Causal relationship from both theoretical and experimental as-
pects.
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