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Abstract. Feature selection is an important part of data preprocessing. Feature selection algorithms that use 
mutual information as evaluation can effectively handle different types of data, so it has been widely used. 
However, the potential relationship between relevance and redundancy in the evaluation criteria is often ig-
nored, so that effective feature subsets cannot be selected. Optimize the evaluation criteria of the mutual in-
formation feature selection algorithm and propose a mutual information feature selection algorithm based on 
dynamic penalty factors (Dynamic Penalty Factor Mutual Information Feature Selection Algorithm, DPMFS). 
The penalty factor is dynamically calculated with different selected features, so as to achieve a relative balance 
between relevance and redundancy, and effectively play the synergy between relevance and redundancy, and 
select a suitable feature subset. Experimental results verify that the DPMFS algorithm can effectively improve 
the classification accuracy of the feature selection algorithm. Compared with the traditional chi-square, MIM 
and MIFS feature selection algorithms, the average classification accuracy of the random forest classifier for 
the six standard datasets is increased by 3.73%, 3.51% and 2.44%, respectively.
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1   Introduction

Nowadays, with the rapid development of science and technology, the era of big data artificial intelligence has 
come. In-depth analysis and mining of relevant data to obtain the main information can effectively help improve 
people’s quality of life. However, due to the mixed existence of a large amount of “irrelevant redundant” infor-
mation and important information in these data, the data dimension is often too high. How to select valuable in-
formation from a large number of information, so as to provide effective help for people’s lives, has become the 
era of artificial intelligence One of the problems that needs to be solved urgently. Aiming at this problem, feature 
selection methods have emerged.

Feature selection algorithm is an important method to reduce dimension of data [1], it is mainly used in biolog-
ical information, image processing, nature language processing and other fields. Its purpose is to avoid the prob-
lem of dimension disaster when the data features are too many and the dimension is too high, which leads to the 
complication of subsequent learner model and is not conducive to understanding, popularization and application 
[2]. Therefore, a set of optimal feature subsets with maximum relevance and minimum redundancy are selected 
from the original feature space through feature selection method in the preprocessing label for different types of 
dataset [3], it is necessary to reduce the dimension of dataset and the difficulty of learning task to improve the per-
formance of classifier. With the advent of the era of big data, multi-classification, dichotomous, high-dimensional, 
low-dimensional datasets are diverse. How to select the optimal feature subset from different types of datasets by 
feature selection algorithm, so as to improve the classification effect of classifiers has still become a hot topic in 
current research.

With the popularity and development of information theory, feature selection algorithms based on computation 
of mutual information as evaluation criteria do not need to know the specific distribution of data in advance, and 
can effectively describe the nonlinear and linear relations between features [4]. Therefore, it has been widely used 
in feature selection algorithm. Estevez proposed a normalized mutual information feature selection method, and 
at the same time combine with genetic algorithm to form a hybrid filtering method [5]; Sharmin proposed a joint 
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bias correction mutual information feature selection method to correct the calculation of limited sample mutual 
information [6]; in Vinh system, Quadratic Programming Feature Selection (QPFS) was proposed to achieve 
potential performance improvement by taking the feature selection problem based on mutual information as a 
global optimization problem [7]; Wang proposed a new feature selection framework to optimize feature selection 
by minimizing global redundancy [8]; Yongtai Zhuo proposed three neighborhood mutual information feature se-
lection algorithms based on the three-way decision theory [9]; Scholar Ding proposed a greedy feature selection 
method to eliminate redundant features [10]; Yu defined a feature redundancy and proposed a new decoupling 
framework for association analysis and redundancy analysis [11]; Maryam proposes a new feature selection algo-
rithm for streaming data, which evaluates the relevance and redundancy of features in complex classification tasks 
through mutual information [12]; Venkatesh proposes a hybrid feature based on the combination of mutual infor-
mation and recursive feature elimination and packaging. selection algorithm [13]; Wang proposed a new feature 
selection framework to optimize feature selection by minimizing global redundancy [14]; Sun et al. incorporated 
multi-category label information into the feature selection process, and proposed a new feature selection algo-
rithm based on mutual information [15]; Hoque proposed an integrated feature selection algorithm based on label 
classes and mutual information between features, which combines multiple feature subsets to select the optimal 
feature subset [16] and so on. The feature selection above analyzed the feature selection problem from multiple 
angles, and achieved certain research results, and realized the selection of feature subset. However, in the process 
of feature selection, most algorithms only consider a certain target to optimize it and ignore the potential relation-
ship between relevance and redundancy. In order to measure the important of features more accurately and obtain 
better classification results, this paper optimizes the evaluation criteria of mutual information feature selection al-
gorithm. A Dynamic Penalty Factor Mutual Information Feature Selection Algorithm (DPMFS) is proposed. The 
main work of this paper is as follows:

Firstly, the classification method of strong and weak feature set is optimized, and the classification process of 
strong and weak feature subset is improved, so as to reduce the uncertainty of algorithm performance caused by 
threshold division of traditional strong and weak feature set, and provide a more scientific sample set for sub-
sequent research. Secondly, the feature selection algorithm based on mutual information evaluation criteria is 
optimized, and the relationship between relevance and redundancy is adjusted by dynamically determining the 
penalty factor, so as to achieve the balance relationship and better classification learning effect. Finally, compared 
with the classical feature selection algorithm on different types of datasets, the results verify that the proposed al-
gorithm effectively improves the classification accuracy. 

This paper mainly consists of four parts. The first part introduces the application background and importance 
of the feature selection algorithm; the second part optimizes the feature selection algorithm with mutual informa-
tion as the evaluation criterion. In the third part, the effectiveness of the proposed DPMFS feature algorithm is 
experimentally verified. Simulation experiments are carried out on six standard UCL datasets with traditional fea-
ture selection algorithms. The experimental results show that DPMFS can effectively improve the classification 
accuracy. Finally, the follow-up research direction of DPMFS algorithm is given.

2   Multual Information Feature Selection Algorithm Based on Dynamic Penalty Factor 

2.1   Related Theories

Assuming that there be a total of P samples in the sample set, then 1 2{ , ,..., }pM m m m= ; the set of features in 

the sample is 1 2{ , ,..., }nF f f f= ; the set of labels in the sample is 1 2{ , ,..., }sD d d d= ; define the number of 

features to be selected according to the actual situation  q , the following formula is defined.
Definition 1 (Information Entropy  [17])  is set to any feature in the feature set F, there are l values of if  

, then 1 2{ , ,..., }i i i ilf f f f= , ( )ikP f  represents the probability that the value of ikf  will occur in the dataset.

Therefore, the information entropy of if  is:

                                                         
2

1
( ) log ( )

l

i ik ik
k

H f P f P f
=
（ ）=- .

 

  (1)
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    Definition 2 (Mutual Information [18]) if  is any feature in the feature set, 1 2{ , ,..., }i i i ilf f f f= , and label 

set 1 2{ , ,..., }sD d d d= , then the if  between feature and label set D is defined as:

                                                         2
1 1

( , )
( , ) ( , ) log

( ) ( )

l s
ik j

i ik j
k j ik j

P f d
I f D P f d

P f P d= =
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 (2)

                                                 

Definition 3 (Redundancy Between Features [19]) in the feature set 1 2{ , ,..., }nF f f f= , the redundancy of 

any feature if  and other features in the set F is defined as: 
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(3)

                                                     
Definition 4 (Evaluation Criteria) According to formula (1)-(3), the evaluation criteria for measuring a certain 

feature is as follow:

                                                         ( ) ( , ) ( )i i iJ f I f D r fβ= − . (4)

                                                                 
2.2   Algorithm Description

In order to make relationship between relevance and redundancy in feature evaluation criteria tend to balance and 
select more effective feature subset, this paper optimized the evaluation criteria of feature selection process and 
proposed DPMFS features selection algorithm. The algorithm consist of two phases. The first phase is the evalua-
tion criterion calculation. The second phase is feature selection.

① Evaluation criterion calculation phase
The feature set F and the label set D are obtained from the sample set M, and the number of features to be se-

lected is determined q .  Formula 2 is used to calculate the mutual information of each feature ( 1, , )if i n=   and 

label set D in the feature set F. Then, the mutual information of each feature ( 1 , )if i n= ，  and label is sorted 

in order from large to small to obtain the correction set 1 2 1 2{ , , , }, ( )n nMI mi mi mi mi mi mi= > > >  .

The strong and weak feature sets are classified according to the number of selected features and the magnitude 

of relevance. The first q  features in the set MI  is put into the strong relevance to be selected feature set 1F , 

and the rest n q−  of features is put into the set C  to form the weak relevance candidate feature subset. 

Then, the mutual information of each feature ( 1, , )if i q=   in the strongly correlated subset 1F  of q  fea-

tures to be selected is calculated with Formula 3 and other features ( 1 )jf j q j i= ∧ ≠  in 1F , namely, the 

redundancy of this feature ( )ir f . The evaluation standard size of each feature in Formula 4 is calculated, and 
then appropriate features are selected to form a better subset of features. 

Feature selection criteria are measured by relevance and redundancy, and evaluation criteria is a quantitative 
embodiment of the functional relationship between them. In the evaluation standard, the punishment factor β  is 

used to make the two reach a relative balance state, and the relationship between the two and β  is shown in the 
following formula.



134

Research on Mutual Information Feature Selection Algorithm Based on Genetic Algorithm
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It can be found from Formula 5 that, when 0β = , the relevance between features and labels is the only cri-

terion for judging whether to select a feature, which is the MIM feature selection algorithm. With the gradual 
increase of β , the influence of redundancy of features on selected features increases, and the influence of rele-
vance between features and labels also decreases. In this case, the decision whether to select a feature to form a 
better feature subset depends on the value β . Therefore, it is of practical significance to determine the influence 

of appropriate values of β  on algorithm performance. 
Based on the above reasons, this paper optimized the evaluation criterion label formula for feature selection of 

Formula 4 as follows. The value of penalty factor β  is dynamically determined for different features to make the 
relevance and redundancy reach a relative equilibrium state, and then the best features are selected to form a bet-
ter subset of features. 

The weight value of the relevance between each feature and the label is taken as the penalty factor, as shown 
in Formula 6. The influence of redundancy on feature evaluation is determined by relevance so as to find suitable 
features optimally.
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( , )

( , )
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n

j
j

I f D

I f D
β
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=

∑ . (6)

                                                                             
In this way, the dynamic relationship between relevance and redundancy is established so that they affect and 

determine each other, avoiding the uncertainty of algorithm performance due to the uncertainty of penalty factor, 
and making the relevance and redundancy of features tend to balance.

After the relevance, redundancy and dynamic penalty factors of the features were obtained, the optimized 
Formula 4 was used to calculate the value of each feature evaluation criterion in 1F . 

② Feature selection phase
Set the average relevance value of the q  features obtained in the first phases of 1F  as the threshold value δ

, as shown in Formula 7, to make the selection. When there are m  features in 1F  whose evaluation criteria value 

is less than δ , these m  features are put into the comparison set S . Meanwhile, the redundancy and evaluation 

criteria between the first m  features and the remaining q m−  features in 1F  are calculated from the weak rel-

evance candidate feature subset C  in sequence, and then compared with the features in the comparison set S . 

Then choose the size to put in 1F . Repeat the above process until the number of features in the feature subset 1F  

to be selected reaches q  and the feature selection process ends. 

                                                         i 1
( , )

q

iI f D

q
δ ==

∑ .    (7)

                                                                                     
The pseudo-code of the algorithm execution process is shown below.
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Algorithm 1.  Mutual information feature selection algorithm based on dynamic penalty factor
Input: sample set M,  need to select q features
Output: The selected q features constitute the best special collection F1.
Begin
1.	Feature set F and label set D were extracted from sample set M, and 

the number of features in feature set F was n; 
2.	Feature set F and label set D are divided into training set and test 

set respectively;
3.	Initialize feature and label mutual information set MI=ø, alternate 

feature set F1=ø, alternate feature subset C=ø, comparison set S=ø; 
4.	 for k in F:

5.	    2
1 1

( , )
( , ) ( , ) log

( ) ( )

l s
km j

k km j
m j km j

P f d
I f D P f d

P f P d= =

=∑∑
6.	      MI.append (I(fk, D))
7.	 The set MI is processed in descending order; 
8.	Put the first q features in MI into the set F1, and the remaining      

n−q features into the set C; 

9.	 

1

( , )

( , )

k
k n

j
j

I f D

I f D
β

=

=

∑
* Calculate the penalty factor

10.	 i 1
( , )

q

i

i

I f D

q
δ ==

∑
* Calculation of threshold

11.	 for i in F1:

12.	    
1

( , )
( ) ( , )

( )

q
j

i i j
j j i j

I f D
r f I f f

H f= ∧ ≠

= ∑

13.	    ( ) ( , ) ( )i i iJ f I f D r fβ= −
14.	    if J(fi)<δ:
15.	       S.append(J(fi))
16.	 for j in len(S):

17.	     
( )

1

( , )( ) ( , )
( )

q len S
i

j i j
i i

I f Dr C I f f
H f

−
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18.	    
1
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( )j j

j

n
i

j C C i
i i C i

I f DJ C I f D I f f
H f

β
= ∧ ≠

= − ∑
19.	  if J(Cj)> J(Sj):
20.	       F1.append(Cj)
21.	 else:
22.	     F1.append(Sj)
23.	if len(F1)==q:
24.	        Break
25.	end 

Step 1-3：Process the dataset, extract the feature set F and label set D  of the dataset, and divide the dataset 
into training set and test set for the convenience of subsequent performance test; 

Step 4-10：In the first phases of the algorithm, calculated the mutual information of all features and labels and 
put into the set MI and sort it. Calculate the dynamic penalty factor β  and threshold value δ .
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Step 11-13：Calculate the redundancy and evaluation criteria of each feature and other features in the feature 
set 1F  to be selected; 

Step 14-15：In the second phases of algorithm, the evaluation criteria of obtained features are compared with 
the threshold values δ . The features that do not meet the requirements are put into the comparison set S ; 

Step 16-22：According to the number of non-conforming features in the selected feature set 1F , the redun-

dancy degree and the value of evaluation criteria of features in the candidate feature set C  and reserved features 

in 1F  were calculated successively, and compared with the value of evaluation criteria of features in the compar-

ison set S  for replacement;

Step 23-24：Stop rule. When the number of features in the feature set 1F  to be selected reaches q ，the fea-
ture selection algorithm ends.

The above is a detailed description and introduction of the feature selection process and algorithm flow of 
DPMFS algorithm. The following Fig. 1 shows the flow chart of the DPMFS algorithm.

original dataset

mutual 
information

evaluation criteria

candidate feature 
subset

feature subset

remove redundant 
features

set 
threshold

compare and 
replace

optimal feature 
subset

Fig. 1. Flow chart of the DPMFS algorithm

3   Experiment and Result Analysis

3.1   Introduction to Datasets

In this paper, six datasets are used to test the proposed DPMFS algorithm on a computer with Windows 10 op-
erating system, Intel(R) Core(TM) I7 processor and 8GB memory. The datasets are mainly from UCI [20] and 
Kaggle public database. Detailed information about the datasets are shown in Table 1 below. The last column in 
the table is the number of selected features q.

Table 1. The information for the datasets

Number Dataset name Sample size Characteristic 
numbers

Ratio Number of 
categories

q

1 Wine 178 13 59:71:48 3 5
2 Heart disease 303 13 165:138 2 5
3 Sonar 208 60 96:110 2 20
4 Broadband 1114 11 908:206 2 5
5 Arrhythmia 452 279 equalization 16 150
6 Colon_P 62 2000 39:23 2 800
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Fig. 2. The characteristics of the dataset are related to the sample

From Fig. 2 and Table 1, it can be seen intuitively that the dataset used in this paper includes two kinds of 
datasets, common dichotomous problem and multi-classification problems. Therefore, this paper will proceed 
from the above situation and discuss the experimental performance of the algorithm compared with the traditional 
mainstream feature selection algorithm on diff erent types of datasets combined with the characteristics of dif-
ferent datasets. In this paper, the classifi cation accuracy on diff erent classifi ers is used as the evaluation index of 
algorithm performance.  

3.2   Experimental Settings

During the experiment, the DPMFS algorithm was compared with chi-square, MIM and MIFS feature selection 
algorithms on random forest, SVM, CART and Bayes classifi er by using the 10-fold cross-validation method. The 
classifi cation accuracy was taken as the evaluation index point and the analysis was carried out accordingly. 

The accuracy of the evaluation index is one of the criteria for evaluating the pros and cons of the algorithm 
model, and its calculation formula is shown in formula (8). In the following formula, represents a correctly clas-
sifi ed positive sample; represents a correctly classifi ed negative sample; represents a misclassifi cation of a neg-
ative sample into a positive sample; represents a misclassifi cation of a positive sample into a negative sample. 
Therefore, the classifi cation accuracy rate represents the proportion of the number of correctly classifi ed samples 
in the classifi cation model to the total number of all classifi ed samples.

                                                     

                                                      
TP TNAccuracy

TP TN FP FN
+

=
+ + +

.  (8)

3.3   Analysis of Experimental Results

Binary Data Sets.
① Dichotomous high-dimensional datasets
For binary high-dimension datasets, this paper takes Colon_P dataset as an example to observe the perfor-

mance of this algorithm on such datasets. The experimental results are shown in Table 2 below. On the random 
forest classifi er, the mutual information feature selection algorithm based on dynamic penalty factor is 4.06 % 
higher than the Chi-square, MIM and MIFS feature selection algorithms on average. On the SVM classifier, 
DPMFS algorithm is similar to the other three feature selection algorithms, but has no obvious improvement over 
the other three algorithms. On CART classifi er, the classifi cation result of DPMFS algorithm is 6.56 % lower than 
that of MIM and Chi-square feature selection algorithm, and 3.28 % lower than that of MIFS feature selection al-
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gorithm. Through the above analysis, it can be found that the DPMFS algorithm proposed in this paper has good 
overall classification effect and high classification accuracy for binary classification problems on high-dimension 
datasets, but poor classification effect on CART classifier, which needs further improvement. 

Table 2.  The classification accuracy of the Colon_P dataset

                        Feature selection algorithm
Classifier

DPMFS CHI-SQUARE MIM MIFS

Random Forest 96.72 90.16 93.44 94.39
SVM 96.74 96.62 95.72 96.72
CART 86.88 93.44 93.44 90.16
Bayes 62.30 62.29 62.29 50.82

② Dichotomous low-dimension datasets
In this experiment, Heart Disease and Sonar datasets are used to verify the performance of low-dimensional 

datasets for binary classification problems. Table 3 below shows the experimental results of DPMFS algorithm on 
four different classifiers for the above two datasets. The experimental results show that the average classification 
accuracy of DPMFS algorithm on four different classifiers is 79.13% for two different binary low-dimensional 
datasets, and the classification performance is significantly better than the other three feature selection algorithms. 
Next, the Heart Disease dataset is taken as an example for detailed analysis of different classifiers. Firstly, the 
classification accuracy of DPMFS algorithm reaches 80.33% on the random forest classifier, and the experimental 
effect is better than the other three feature selection algorithms. It is 4.1 % higher than chi-square feature selec-
tion algorithm, 6.56 % higher than MIM feature selection algorithm and 7.38 % higher than MIFS algorithm. 
When SVM classifier is used, the classification accuracy of DPMFS algorithm is 2.46 % higher than the other 
three feature selection algorithms on average. When the classifiers are CART and Bayes, the classification effect 
of DPMFS algorithm is still better than the other three algorithms. It can be seen that the DPMFS algorithm pro-
posed in this paper has a good experimental effect for binary low-dimensional datasets.  

Table 3.  The classification accuracy of the Heart disease and Sonar datasets
       Feature selection 
                    algorithm 
Classifier

DPMFS CHI-
SQUARE

MIM MIFS DPMFS CHI-
SQUARE

MIM MIFS

DataSet Heart disease Sonar
Random Forest 80.33 76.23 73.77 72.95 83.33 77.38 75.00 78.57
SVM 78.69 77.87 75.41 75.41 78.57 75.00 73.81 71.43
CART 77.87 74.59 70.49 68.03 73.81 64.29 71.43 67.86
Bayes 79.50 71.31 69.67 69.67 80.95 78.57 79.76 79.76

③ Unbalanced datasets of dichotomies
This paper takes Broadband dataset as an example to verify the experimental effect of the proposed DPMFS al-

gorithm on unequal datasets. The experimental results are shown in Table 4 below. By analyzing the experimental 
results, it can be found that the classification accuracy of four different feature selection methods on four different 
classifiers is more than 80%. The average classification accuracy of DPMFS algorithm on four classifiers is 1.34 
% higher than chi-square 1.29 % higher, than MIM algorithm, and 1.4 % higher than MIFS algorithm. It can be 
seen that DPMFS algorithm has a better classification effect on unbalanced binary datasets.
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Table 4.  The classification accuracy of the Broadband dataset
                     Feature selection algorithm
Classifier

DPMFS CHI-SQUARE MIM MIFS

Random Forest 87.22 85.65 85.20 85.43
SVM 84.53 83.18 82.96 82.96
CART 87.44 86.55 86.32 85.65
Bayes 83.86 82.29 83.41 83.41

Observing the above experimental results, it can be found that for the binary dataset, the classification accura-
cy of the DPMFS algorithm is significantly improved compared with the other three feature selection algorithms. 
This is because the DPMFS feature selection algorithm comprehensively considers the relationship between fea-
ture relevance and redundancy through the introduction of penalty factors, and then selects the best feature subset 
to improve the classification accuracy.

Multi-classification Datasets.
① Multi-classification and high-dimensional datasets
Based on Arrhythmia datasets an example, the characteristics of datasets, there are 279,16 categories, so the 

data collect for high-dimensional categorical datasets, using the datasets to discuss the proposed DPMFS al-
gorithm for multiple classification problem in the high-dimensional dataset classification effect, the results are 
shown in Table 5 below. Since the Bayes classifier does not apply to this dataset, the classifier is removed from 
the discussion. The experimental results show that the classification accuracy of DPMFS algorithm is superior to 
chi-square, MIM and MIFS feature selection algorithms in the three classifiers, especially in the random forest 
classifier.  

Table 5. The classification accuracy of the Arrhythmia dataset
                       Feature selection algorithm
Classifier

DPMFS CHI-SQUARE MIM MIFS

Random Forest 66.85 61.33 64.64 65.75
SVM 61.33 59.67 57.46 60.22
CART 63.54 53.59 62.98 61.88

② Multi-classification low-dimensional dataset 
In order to further verify the classification effect of mutual information feature selection algorithm based on 

dynamic penalty factor on low-dimensional dataset of multi-classification problem, we used Wine dataset to car-
ry out experiments. The experimental results of this dataset are shown in Table 6 below. According to the table, 
it can be found that the experimental effect of MIFS feature selection algorithm is better than MIM algorithm, 
DPMFS algorithm and Chi-square feature selection algorithm. DPMFS algorithm has certain competitiveness 
only on Bayes classifier, and the average classification accuracy of the four classifiers is 94.09%, 1.74 % lower 
than the best MIFS feature selection algorithm. 

Table 6. The classification accuracy of the Wine dataset
                         Feature selection algorithm
Classifier

DPMFS CHI-SQUARE MIM MIFS

Random Forest 95.83 97.22 97.22 98.61
SVM 94.44 94.44 95.83 95.83
CART 91.67 91.66 91.66 94.44
Bayes 94.44 93.06 94.34 94.44

Observing the classification effect of the DPMFS algorithm on multi-class datasets, it can be found that the 
algorithm is relatively better than the other three feature selection algorithms in most cases, and its classification 
effect needs to be further improved for low-dimensional multi-class datasets. This is due to the calculation of fea-
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ture evaluation criteria is related to feature attributes and classification categories, resulting in low-dimensional 
and multi-classified datasets affecting the performance of the algorithm.

Summary.  This paper proposed DPMFS algorithm through the introduction of dynamic penalty factor. Differ-
ent penalty factors are set according to different features, so as to comprehensively consider the relevance and 
redundancy to find the best feature subset. After the experiment to verify the algorithm in 6 datasets on all four 
classifiers achieve the best effect. The MIM algorithm only uses the mutual information between features and la-
bels to measure the relevance between features and labels, but does not consider the effect of redundancy between 
features, so its experimental results are not satisfactory. Although MIFS algorithm introduces redundancy among 
features for feature selection, it deals with redundancy at the cost of sacrificing algorithm performance, therefore, 
it is relatively optimal on only 1 dataset.

4   Conclusion

Aiming at solving the problems existing in the current feature selection algorithms, based on mutual information 
in feature selection algorithm evaluation criterion is optimized by dynamic calculation of penalty factor, causes 
the relevance and redundancy balance, the important of the characteristic of a more accurate measure, and then 
pick out the relevance between maximum and minimum redundancy feature subset. In the next experimental part, 
the proposed algorithm and the current classical feature selection algorithms are tested on different types of data-
sets and classifiers. The experimental results show that the proposed algorithm has better classification accuracy 
than other algorithms and has certain competitiveness. However, this algorithm still needs to be further improved. 
In the subsequent experiments, further research and experiments will be conducted on feature selection algo-
rithms of multi-classification low-dimensional, unbalanced datasets and ultra-high-dimensional datasets. 
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