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Abstract. With the vigorous development of e-commerce, higher requirements are put forward for the storage 
capacity and operation efficiency of the warehousing system to ensure the performance of the entire supply 
chain in the business process. The factors that affect the operation efficiency and storage capacity of the ware-
housing system mainly include: storage space planning, shelf design, goods access strategy, stacker scheduling 
strategy, goods picking efficiency, etc. The main research object of this paper is the optimization of the sched-
uling strategy of the stacker in the storage system, which can solve the problem of the storage space detention 
caused by the irregular storage and the empty running time in the scheduling process of the stacker, so as to 
improve the operating efficiency of the storage system. 

Keywords: improved algorithm, stacker, scheduling strategy

1   Introduction

In e-commerce activities, the supply chain system of goods can be divided into production, warehousing, logis-
tics, loading and unloading, use and other links. Although logistics does not directly participate in production and 
processing, it accounts for half of the total production cost. Therefore, improving the efficiency of commodity 
supply chain is an important means to reduce production costs and improve commercial competitiveness.

The warehousing system is an important part of the commodity supply chain and a key node for commodity 
storage and transportation. With the development of e-commerce business, higher requirements have been put for-
ward for the storage capacity and operational efficiency of the warehousing system. The research on warehousing 
system in China started late. In addition to having a certain technical level in mechanical stability, there are still 
some problems such as low execution efficiency, insufficient intelligence level, and unreasonable use of ware-
house space. Therefore, experts and scholars have done a lot of research on the above problems. Aiming at the 
problem of scheduling strategy of stackers, single instruction operation or single compound instruction operation 
is mainly adopted, which solves the problem of time attribute of commodity storage simply from the perspective 
of control, but does not effectively reduce the empty running time of stackers. The research work of this paper on 
the current scheduling strategy and storage optimization of stackers mainly focuses on the following points:

1. According to the current mainstream warehousing system, the ideal storage location model and time model 
function are established to establish the basis for the subsequent improvement algorithm.

2. For the optimization problem of the scheduling strategy of the stacker, this paper takes the minimum opera-
tion time of the stacker as the objective function, adopts the improved Grey Wolf algorithm, introduces the idea of 
multi group and Wolf King’s reverse guidance, and combines the discrete particle swarm optimization algorithm 
in the learning mode to accelerate the iteration speed in the later period of the algorithm, and find the overall min-
imum operation time and no-load operation time of the stacker.

3. The idea of random recombination threshold is introduced to mark the fitness of Wolf King, so as to avoid 
the algorithm falling into the local optimal solution in the calculation process.

The structure of this paper is as follows: Chapter 2 discusses the development of intelligent warehousing 
technology and the research results of relevant scholars. The third chapter discusses the implementation process 
of the stacker scheduling strategy optimization using the improved Grey Wolf algorithm. The fourth chapter dis-
cusses the process of using the improved ant colony algorithm to achieve the optimal solution of storage location 
planning. The fifth chapter is the conclusion, which describes the shortcomings of this study and further research 
plans.
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2   Related Work 

Hamzaoui established a continuous model for a new two-way flow rack AS/RS system, and solved it after dis-
cretization. The simulation results show that this discrete modeling method can effectively evaluate the system 
throughput and other indicators [1]. Silva takes the storage location of goods as a constraint condition when mod-
eling, and proposes a variable neighborhood search algorithm, which further improves the operation efficiency 
[2], Kaiwen Liu et al. considered the problem of time cut-off when establishing the model, established a model 
with the minimum energy consumption as the goal, and used the gray wolf optimization algorithm to obtain the 
minimum energy consumption order sequence [3]. Xiangnan Zhan adopts improved particle swarm optimization 
algorithm to effectively reduce the delivery time of goods [4]. On this basis, Fandi Meng considered the situation 
of multiple orders, and adopted an improved genetic algorithm incorporating simulated annealing algorithm to 
solve the problem, which effectively solved the problem of multiple order allocation [5].

In the research process of the model, some researchers consider how to select allocation goals. G. Gavrilov 
summarized the zoning standards previously studied, and set the level of cargo turnover [6]. The storage mathe-
matical model designed by Anjiang Cai et al. includes the parameters of different regions [7]. Yang Zhao and oth-
ers put forward the concept of dynamic adjustment, which breaks through the previous method of given strategy 
and adds the idea of variable parameters [8]. The second school thinks about problems from the perspective of op-
timization algorithms. On the basis of a given model or no more changes, it focuses on the design of algorithms. 
At first, it proposed an accurate algorithm, but this algorithm can not deal with large-scale problems. At this time, 
the heuristic algorithm began to play a role and can provide a relatively reasonable method in a short time [9]. 
However, in a large number of studies, traditional intelligent algorithms such as genetic algorithm, particle swarm 
optimization algorithm and ant colony algorithm are mainly used [10]. Yuling Jiao and others also modified the 
traditional genetic algorithm to deal with the problem in a way of multi population optimization [11]. Metahri and 
Hachemi established the expected picking time model of the stacker under the positioning storage strategy in the 
free all flow back AS/RS system, and verified the validity and accuracy of the model through simulation [12]. Wu 
studied the compact automatic garage through the method of queuing network [13].

3   Research on the Optimization Strategy of Stacker Scheduling

This section mainly studies the scheduling strategy of the stacker, and takes the running time of the stacker as the 
optimization goal to reduce the no-load running time of the system.

3.1   Description of Operation Time

The goods in the stereo warehouse are always delivered and received in the form of batch orders, so the optimal 
target of the stereo warehouse is the minimum completion time of batch orders. If the final completion time can 
be reduced by reasonably arranging the order of goods in and out, that is, different goods picking paths, or differ-
ent combinations of different instructions in the batch order, the operation efficiency of the automated stereoscop-
ic library is optimized. In the actual production process, we generally divide the system into single instruction 
operation and compound instruction operation according to operation instructions. The operation diagram of the 
stacker to complete different instructions is shown in Fig. 1.

Fig. 1. Stacker operation diagram 
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According to the schematic diagram of the stacker, during single instruction operation, the stacker completes 
a single access task, that is, the next outbound (inbound) operation can only be executed after the completion of 
an inbound (outbound) operation. Therefore, the time required for the stacker to complete an outbound (inbound) 
operation is shown in Formula 1:

                    1 1 2 2s in out in outt t t t t= + + + .                                                                         (1)

In the formula, 1int  is the location time of the stacker from the load in and out of the warehouse to the goods in 

the warehouse, 1outt  is the time when the stacker returns to the position in and out of the warehouse with no load 

from the position in the warehouse, 2int  is the location time when the stacker runs with no load to the position in 

and out of the warehouse, and 2outt  is the time when the stacker runs with load from the position in and out of the 
warehouse to the position in and out of the warehouse.

During compound instruction operation, the system automatically matches the issue and receipt of goods in the 
order. The stacker first transports the goods from the goods receipt port to the designated location, then runs to 
the corresponding location of the issued goods, and transports the goods to the entrance and exit. At this time, the 
time required for completing an issue and receipt operation is shown in Formula 2:

                                 d in io outt t t t= + + .                                                                                        (2)

Where, iot  is the time when the storage location of receipt goods moves to the storage location of issue goods.
 

3.2   Establishment of Operation Model of Stacker

The warehouse studied in this paper is a separated shelf stereoscopic warehouse. First, an abstract three view 
model of this type of warehouse is established, and it is expressed in the form of three-dimensional coordinates. 
The warehouse abstract diagram is shown in Fig. 2.

Fig. 2. Abstract drawing of stereoscopic warehouse 

Then, according to the actual operation, the side parameters that cannot be measured will be avoided, and the 
following assumptions are made:

(1) Ignoring the influence of friction, the stacker only runs at a constant speed except for acceleration and de-
celeration;

(2) The fork inventory and picking of the stacker is a necessary time, and after the whole system is designed, 
this time is fixed and is not affected by the scheduling strategy, so this time is not included in the strategy optimi-
zation problem;

(3) The task is executed according to the serial mechanism, that is, according to the time sequence;
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(4) The parameters of each storage location in the shelf are consistent;
Therefore, according to the above assumptions, in the stacker scheduling problem, this paper adopts the com-

posite access mode, and assumes that there is a task { },H N M=  to be accessed. In order to obtain the shortest 

task queue for H , the inventory task set N  is expressed as:

{ }1 2, , , iN n n n=  .                                                                                   (3)

Where, i  indicates that there are i goods to be stored in total, and the collection task set M  is expressed as:

{ }1 2, , jM m m m=  .                                                                                (4)

Among them, j  indicates that there are j  goods to be stored. The time function of any set of access paths can 
be expressed as:

1/222

( , ) n m n m
i

x y
i

x x y y
t n m L

v v

   −  − = + ⋅         
 .                                  (5)

The symbols in Formula 5 are described as follows:
( , )n m  is the task queue, and the corner mark indicates the number with inventory task sequence as counting 

sequence;
The speed of the stacker at axis x  is xv ;

The speed of the stacker at axis y  is yv ;

( , )n nx y  represents the location coordinate of the warehouse to be stocked;

( , )m mx y  represents the location coordinate of the warehouse to be stocked;

L  is the unit shelf length;
The objective function of the shortest time consuming task queue is:

{ }1
1

min ,
c

i
i

f t n m
=

= ∑ .                                                                                (6)

c  is the minimum pairing integer, and the task queue is expressed as follows:

1 1 2 2h h c hcn m n m n m→ → → → .                                                      (7)

Among them, picking task him  is a reset order. Since the number of access tasks is often unequal, the remain-
ing tasks will be accessed in a single mode. The time of single access mode is shown as follows:

1/222

single
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0 0
( )

a
r r

g x y
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   −  − = = + ⋅         
∑  .                           (8)

The time is integrated into the sum of the time of the composite job time model and the single job model:
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k
nmx  is the decision variable. The constraints are established as follows:
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In Formula 10, m k=  means that after rearrangement, the sequence corner of  picking task him  is consistent 

with the matching number, that is, when the i  pair of picking tasks is him , the calculation is valid, and the rest 
is invalid. Formula 9 is an optimization function for finding the minimum time. In the process of calculation, dif-
ferent queues, Formula 7, will solve the failure result. Constraint 10 is that in each solution process, only the time 
consumption in the independent variable queue is calculated. Constraint 11 ensures that each calculation is carried 
out on the same stacker. To sum up, the time optimization model of stacker scheduling is:

1 1 1
min ( , ) ( )

jc i
k

i nm
k n m

f t n m x t r
= = =

= ⋅ +∑∑∑ .                                                (12)

( )t r  can be regarded as a constant value, and the optimization goal is mainly focused on the first item of 
Formula 12, that is, the composite operation model, which combines the discrete traveling salesman idea. In this 
paper, the gray wolf algorithm is improved to find the optimal solution.

3.3   Optimized and Improved Grey Wolf Optimizer

The original Grey Wolf Algorithm [14] has some defects, and the main problems affecting the optimization re-
sults in this paper are the following two aspects: first, the premature of the algorithm, that is, there will be a local 
optimal solution, on the other hand, the convergence speed of the algorithm will slow down in the late iteration. 
Aiming at the above defects, the algorithm is improved as follows to find the optimal scheduling strategy, that is, 
the minimum no-load operation time of the stacker:

(1) Multiple species compete for the position of Wolf King
The inbound and outbound task sequence of the stereoscopic warehouse is a high latitude natural number vari-

able, and the high latitude function is more likely to have a local optimal solution under the test of the standard 
test function, and the introduction of multi group thinking can improve the appearance of the local optimal solu-
tion. In the initial stage of the algorithm, the entire population is divided into m  populations, each population in-
dependently searches for prey according to the standard algorithm, and exchanges information after each search. 
The way of communication is to let the first wolf α  of each group compete to produce Wolf King Iα :

{ }1 2min , , , ,1a mI I I I m N m n= ∈ + < < .                                       (13)

(2) Wolf King’s reverse guidance
In the formula, iI  is the first wolf α  in each wolf group, wolf king Iα  is the wolf with the best fitness in 

each population, m  is the number of the population, and n  is the individual synthesis of all wolf groups, which 
means that the formula is meaningful only when there are multiple populations. The core part of multi population 
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is the communication between populations. The communication between populations often directly affects the ef-
fect of the algorithm. The communication between populations adopts the reverse guidance method.

(3) Random recombination threshold
In order to prevent the algorithm from falling into local optimization, this paper sets a random recombination 

threshold R  to mark the fitness value of the elected Wolf King. If the Wolf King changes, the mark is cleared and 
the counting starts again. If the Wolf King has not changed, and the cumulative mark is greater than or equal to 
R , the population with the worst fitness is randomly reorganized. The expression of R  is:

1R Gγ= .                                                                                                     (14)

γ  is the proportional coefficient of open interval ( )0,1 , and iG  is the total evolutionary algebra. The im-

proved algorithm only competes for Wolf King by comparing the values of Wolf α  without destroying other 
wolves, thus ensuring the diversity of the population; At the same time, Wolf King replaces the worst individual 
of each population to ensure the optimization speed of the algorithm. Finally, the algorithm prevents the algorithm 
from falling into local optimum by setting a threshold. The flow chart of the improved algorithm is shown in Fig. 
3.

Fig. 3. Algorithm schematic diagram 
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3.4   Coding and Patching of Algorithms

Set 1λ  and 0λ  to represent the issue/receipt quantity of a batch of orders, which is recorded as [ ]1 0λ λ， . As 

shown in Fig. 4(a), the first segment is the receipt order serial number of the batch order, and the second segment 
is the delivery order serial number of the batch order, both expressed in natural numbers. Each serial number ran-

domly generates a storage location ( ), ,n n nx y z . Because the quantity of the issue task and the receipt task does 

not match, the subsequent algorithm cycle cannot continue. The list with the number 0 indicates that there is no 
issue/receipt task. Fig. 4(b) shows a complete individual code. After the individual code is patched, it can be fur-
ther optimized through the algorithm’s perturbation strategy. Fig. 4(c) is a diagram after the disturbance. The total 
completion time of the current batch of orders can be obtained by bringing the position of the current individual 
into the time energy consumption formula.

(a) Algorithm individual

(b) Algorithm repair

(c) Perturbation of algorithm
Fig. 4. Algorithm individual coding and perturbation 

Calculate each individual [ ]1 2, 4,1,3X = , [ ]2 1, 2, 4,3X = , [ ]3 1,3, 4, 2X = , according to the algorithm 

update principle [ ]1 2 3( ) / 3 1.33,3.00,3.00,2.67X X X X= + + = , because there are decimals, the algo-

rithm iteration process will stagnate, so the result after correcting the illegal operator is [ ]1,4, 2,3X = .

4   Verification and Simulation of Algorithms

4.1   Testing of Algorithm Effectiveness

In this paper, five typical standard test functions are selected to test the effect of the algorithm improvement. The 
expressions and basic properties of different types of functions are shown in Table 1.
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Table 1. Basic properties of test function

Function Latitude Value range Minimum value
1

2 2 2
1 1
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∑ 4 [− 5, 5] 0.0003

In the analysis of algorithm parameters, the number of population of the gray wolf algorithm is specified as 60. 
The Improved Gray Wolf Algorithm uses four populations, with 15 individuals per population. The value of the 
algorithm evolution algebra is 500. The parameters 1 2 2c c= =  and 0.9ω =  of the particle swarm algorithm. 
In order to reduce the accidental factors of the algorithm, the average, variance and standard deviation of the cal-
culation results after 30 times of validation algorithm are taken as the experimental results. The calculation results 
are shown in Table 2.

Table 2. Test the parameters of the function

Function Algorithm Average value Variance Standard 
deviation

1f
Improved Grey Wolf Optimizer 24.475 0.173 0.397
Grey Wolf Optimizer 27.127 0.614 0.811
Particle Swarm Optimization 34.156 799.410 27.635

2f
Improved Grey Wolf Optimizer 8.37x10-15 1.79x10-30 1.27x10-15

Grey Wolf Optimizer 1.91x10-14 9.24x10-30 3.21x10-15

Particle Swarm Optimization 0.087 0.091 0.310

3f
Improved Grey Wolf Optimizer -3.323 3.51x10-11 1.62x10-3

Grey Wolf Optimizer -3.421 4.99x10-3 6.34x10-3

Particle Swarm Optimization -3.430 3.71x10-3 0.0612

4f
Improved Grey Wolf Optimizer 1.023 0.013 0.0963
Grey Wolf Optimizer 2.001 6.234 2.4536
Particle Swarm Optimization 1.932 1.332 1.2321

5f
Improved Grey Wolf Optimizer 3.14x10-4 3.37x10-15 5.53x10-8

Grey Wolf Optimizer 1.98 x10-3 3.26x10-5 5.72x10-3

Particle Swarm Optimization 1.43x10-3 1.49x10-5 3.64x10-3
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It can be seen from Table 2 that Grey Wolf Optimizer performs better than Particle Swarm Optimization in 1f  

and 2f , as well as Particle Swarm Optimization in functions 3f  to 5f . Improved Grey Wolf Optimizer com-
bines Particle Swarm Optimization with Grey Wolf Optimizer, which effectively improves the premature problem 
and population diversity of the algorithm. Therefore, in the five functions of the above test, whether it is multi 
peak or single peak, whether it is high dimension or low dimension operator, the experimental results, whether 
mean or variance, are significantly higher than Grey Wolf Optimizer and Particle Swarm Optimization.

4.2   Operation Time of Stacker Under Given Order Quantity

The area of the pallet is 20.54m , the height of the pallet is 0.6m . It is composed of the height of the pallet and 

the height of the cargo. The roadway depth is 50m . Export the location attributes of batch orders in the ware-
house application process, that is, the number of lines and layers of goods on the shelf, as shown in Table 3:

Table 3. 30 calculation results
Warehousing task Issue task
Order 
number

Layer Row Order 
number

Layer Row Order 
number

Layer Row Order 
number

Layer Row

1 9 23 26 5 13 1 5 11 26 2 47
2 6 47 27 4 15 2 10 6 27 2 32
3 8 36 28 4 33 3 5 4 28 4 40
4 4 9 29 9 4 4 3 2 29 1 14
5 9 15 30 6 9 5 9 33 30 2 27
6 9 48 31 4 10 6 4 43 31 3 3
7 8 11 32 3 44 7 6 30 32 7 2
8 3 24 33 3 3 8 1 38 33 3 4
9 3 7 34 10 27 9 3 10 34 2 19
10 2 24 35 9 15 10 8 30 35 4 40
11 6 26 36 8 5 11 5 48 36 4 43
12 4 27 37 9 44 12 2 20 37 9 27
13 8 12 38 4 29 13 8 16 38 5 6
14 7 8 39 9 18 14 5 14 39 7 4
15 6 31 40 9 40 15 7 37 40 7 5
16 7 29 41 2 18 16 7 18 41 6 49
17 3 9 42 4 19 17 2 45 42 9 24
18 8 4 43 4 49 18 8 14 43 10 38
19 7 25 44 7 30 19 4 44 44 3 19
20 5 47 45 8 33 20 9 12 45 2 6
21 4 9 46 3 40 21 8 36 46 5 50
22 3 21 47 6 48 22 4 11 47 4 22
23 8 25 48 10 32 23 3 48 48 7 14
24 4 16 49 9 48 24 10 42 49 6 34
25 10 48 50 4 9 25 4 16 50 4 30

Figure 5(a) to Fig. 5(d) shows the optimization curve of job completion time under different tasks. It can be 
seen from the figure that the Particle Swarm Optimization converges faster in solving the model, but it is easy 
to fall into the local optimum in the later stage of operation. Grey Wolf Optimizer is better than Particle Swarm 
Optimization in dealing with local optimal solution, but its convergence speed is poor. The Improved Grey Wolf 
Optimizer makes the algorithm converge fast enough in this model and is not easy to fall into local optimum 
through multi group communication and random recombination threshold.
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                                (a) Convergence curve of (20, 20)                                           (b) Convergence curve of (25, 20)

                                (c) Convergence curve of (45, 45)                                           (d) Convergence curve of (45, 30)

Fig. 5. Algorithm convergence curve 

4.3   No-Load Optimization Simulation of Stacker

Using the data of inbound and outbound goods in Table 3, select 15 ordered inbound goods and 10 outbound 
goods in batches. The calculation formula of optimization rate is as follows:

1 100%opt

ori

t
k

t
 

= − 
 

� .                                                                               (15)

The optimized data of no-load operation of different algorithms under mixed operation are shown in Table 4. 
Through further optimization and improvement of mixed operation by different algorithms, the results show that 
the empty running time of the stacker can be reduced by optimizing the order of picking tasks, thus optimizing 
the overall running time of the system.

Table 4. No load operation optimization data of different algorithms under mixed operation
Dispatching scheme No load time Optimization rate
Mixed operation sequence 278.43 0
Improved Grey Wolf Optimizer 198.67 29.25%
Grey Wolf Optimizer 209.23 24.43%
Particle Swarm Optimization 207.32 25.41%
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Based on the above optimization results, it is now assumed that { },i j  is a group of matching tasks in the 

batch order, i  is the receipt task, and j  is the issue task. If i  or j  is 0, it is considered that there is no corre-
sponding task. According to the Improved Grey Wolf Optimizer, the operation sequence can be adjusted as fol-
lows:

         

{ } { } { } { } { }
{ } { } { } { } { }
{ } { } { } { } { }

3,8 10,0 12,10 13,0 9,2

6,5 15,7 4,3 8,0 14,0

1,1 11,9 2,6 5,0 7,4

→ → → →

→ → → → →

→ → → → →
.                                   (16)

After optimization, it can be calculated that the total completion time of the operation is 737.23 seconds, the 
no-load operation time is 199.33 seconds, and the efficiency is increased by 29.25%. Compare different algo-
rithms, take 30 no-load running time experiments, and record them in Table 5.

Table 5. 30 no-load operation time records
Order 
number

Improved 
Grey Wolf 
Optimizer

Grey Wolf 
Optimizer

Particle Swarm 
Optimization

Order 
Number

Improved 
Grey Wolf 
Optimizer

Grey Wolf 
Optimizer

Particle Swarm 
Optimization

1 205.18 198.60 204.72 16 197.01 205.78 206.91
2 192.65 208.62 207.40 17 196.37 201.62 208.92
3 201.15 206.83 203.40 18 204.73 208.12 207.51
4 197.95 203.21 206.07 19 198.06 207.41 211.76
5 201.71 203.40 207.71 20 194.88 201.40 197.19
6 199.22 202.31 211.88 21 194.26 209.82 206.62
7 204.51 211.70 203.87 22 205.65 201.26 207.59
8 204.71 203.09 208.09 23 200.31 209.30 203.21
9 199.53 208.33 205.64 24 196.86 202.37 206.32
10 201.05 202.60 205.07 25 198.89 210.47 208.36
11 200.12 211.27 201.65 26 202.34 199.15 195.63
12 196.58 204.94 209.74 27 193.48 210.45 210.76
13 202.95 207.50 199.00 28 193.51 191.13 196.60
14 198.22 203.63 207.42 29 202.72 208.55 203.05
15 203.95 200.12 211.08 30 194.52 198.31 202.32

The above experimental results show that the improved gray wolf optimization algorithm has the best average 
value of the calculation results under 30 times of calculation, and the shortest time of occurrence takes up many 
times. At the same time, the improved algorithm is more stable, and the variance is only 15.66.

5   Conclusion

In this chapter, according to the operation characteristics of the stacker, the time optimization model of the mixed 
operation is established to solve the relatively optimal task sequence of the inbound and outbound batch orders. 
In the solution, the initial population is divided into multiple populations for the diversity problem of the initial 
population. The communication between populations is integrated into the learning mode of the particle swarm 
optimization algorithm. The strategy of threshold recombination is designed for the precocity problem of the al-
gorithm.

The simulation results show that the improvement of the algorithm is effective. Under the test of the standard 
test function, the global optimal value is better and the data stability is higher. In the model, it also has faster con-
vergence speed and better global optimal value. Finally, after the second optimization of batch order mixed opera-
tion, the empty time of the stacker is effectively reduced, and the processing capacity of batch orders is improved.

In the future, the research goal will focus on other aspects of intelligent warehousing, such as the optimization 
of inbound and outbound storage locations. The goal is to optimize the whole intelligent warehousing system in 
multiple directions, so as to propose an optimal intelligent operation system.
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