
Journal of Computers Vol. 34 No. 1, February 2023, pp. 1-11
doi: 10.53106/199115992023023401001

1* Corresponding Author

An Emotional Analysis Method Based on Multi Model Ensemble Learning

Chang-You Zhang, Jing-Jing Wang*, Li-Xia Wan, Ruo-Xue Yu

 College of Artificial Intelligence, Jiangxi University of Engineering, Xinyu, China
{448754885, 495567725, 1240147131, 1154550825}@qq.com

Received 9 March 2022; Revised 5 June 2022; Accepted 7 July 2022

Abstract. Traditional machine learning models generally use weak supervision model, which is difficult to 
adapt to the scene of multi classification for emotional text. Therefore, a multi model ensemble learning al-
gorithm for emotional text classification is proposed. The algorithm takes the labeled emotional text data as 
the training sample, uses the improved TF-IDF algorithm to train the word vector space model, selects three 
weakly supervised machine learning algorithms, linear SVC, xgboost and logistic regression, to construct the 
base classifier, and uses the random forest algorithm to construct the meta classifier. It realizes the function of 
dividing emotional text into three categories: positive, neutral and negative. From the simulation and test re-
sults, the AUC values of the multi model ensemble learning algorithm model for each category are 0.93, 0.94 
and 1.00, and the AP values are 0.87, 0.86 and 1.00, and the indicators of accuracy and recall are better than 
the single machine learning model, which realizes the high performance and high accuracy for emotional text 
classification.

Keywords: text multi classification, ensemble learning algorithm, word vector space model, emotional analy-
sis

1 Introduction

With the wide use of various network platforms, more and more emotional information is published on social 
media and e-commerce websites, such as comments on commodities, views on hot events, political events, etc. 
These information can reflect citizens’ experience of using com-modities, reflections on hot events, and attitudes 
towards national policies. Emotional analysis of comments on various network platforms, on the one hand, is of 
great significance for traditional consumers and enterprises to collect opinions on products or services, on the 
other hand, it also plays an important role in national security and public opinion monitoring. How to realize au-
tomatic and efficient mining and analysis of these comments and the emotions contained in the text has become a 
hot spot, and text emotion analysis technology came into being.

Emotional analysis is the process of analyzing, processing, summarizing and reasoning subjective texts with 
emotional color, which also known as opinion mining and propensity analysis. Generally, emotional texts are di-
vided into three categories: positive, neutral and negative [1]. Emotional analysis is a research field with a wide 
range of application scenarios. According to the granularity of text processing, emotional analysis can be divided 
into three research levels: word level, sentence level and text level [2]. A basic step of text emotional analysis is 
to classify the emotional polarity of known words in the text, which may be sentence level or function level. This 
paper mainly studies the three polar classification for emotional text, that is, comment texts are divided into posi-
tive, neutral and negative categories. How to classify text accurately and efficiently is the problem to be solved in 
this paper.

In recent years, many scholars have done a lot of research work in the field of text emotional analysis. Ji Shen 
and Fangbi Tan proposed a deep neural network based sentiment analysis model for MOOC course reviews, 
which uses Bidirectional Long Short-Term Memory Network (BiLSTM) to analyze Chinese semantic and in-
troduces two methods to balance it and adds dropout mechanism to prevent the over fitting of the model [3]. 
However, all the review data sets for the emotion analysis model are simply divided into positive and negative 
ones, which may have a certain impact on the model’s actual application effect. Qingqing Wang proposes a hybrid 
neural network model based on CNN-BGRU to solve the problem of accurate classification, which can obtain 
more semantic information between texts and better capture the dependence of specific emotions in the whole text 
[4]. Angel Deborah presented a Multi Kernel Gaussian Process (MKGP) regression model for emotion analysis 
on news headlines and fine-grained sentiment analysis of financial microblogs and news [5]. However, the model 
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has the disadvantages of complex design and long prediction time.
In order to accurately identify the emotional polarity and emotional state contained in the specified comment 

text, an emotional analysis algorithm based on multi model ensemble learning is proposed in this paper. The al-
gorithm mainly includes two parts: constructing word vector space model and training classification model. The 
word vector space model takes the manually labeled emotional text as the input sample, segments the text part 
through the Jieba word segmentation library, and uses the improved TF-IDF algorithm to complete the construc-
tion of the word vector space model. The word vector space model can convert the emotional text into feature 
vectors; The classification model takes the feature vector as the input, uses three weakly supervised machine 
learning algorithms, such as linear SVC, xgboost and logistic regression algorithm, as the base classifier, and con-
structs the meta classifier with random forest algorithm to complete the training of the whole ensemble learning 
classification model. The algorithm can divide emotional texts into three categories: positive, neutral and nega-
tive.

2 Related Work and Our Contributions

The purpose of emotional analysis is to identify the overall emotion expressed in the text, which can be network 
comments, articles, microblogs and so on [6]. At present, there are three schemes in the field of text emotional 
classification: emotion dictionary matching, machine learning and deep learning [7].

The emotional dictionary matching scheme usually needs to segment the text to be tested, then match the word 
segmentation words with the emotional dictionary, find the emotional words, degree words, negative words, 
etc., and calculate the emotional tendency score of the text to be tested, so as to realize emotional analysis [8]. 
However, this scheme needs to manually construct an emotional dictionary composed of emotional words and 
design a series of correlation matching rules to complete the classification of polarity for emotional text, which 
is not efficient; In addition, simple emotional dictionary matching is difficult to reflect the implied semantics and 
context of the text, so this scheme is less applied [9].

Machine learning schemes are usually supervised learning schemes, which mainly include three steps: acquir-
ing text data sets, extracting text emotional features and training classification models [10]. The analysis process 
is shown in Fig. 1. Li Wang presented a probabilistic semi-supervised learning (SSL) framework based on sparse 
graph structure learning, and proposed a simple inference approach for the embeddings of unlabeled data based 
on point estimation and kernel representation, which will get promising results in the setting of SSL compared 
with many existing methods and significant improvements on small amounts of labeled data [11]. Wang Hong 
proposed a form of supervised discrete hash algorithm to learn more stable hash codes by learning mutual sim-
ilarity and using the relationship between different semantic tags [12]. Xiaodong Jia propose a semi-supervised 
multi-view deep discriminant representation learning (SMDDRL) approach, which comprehensively exploits the 
consensus and complementary properties as well as learns both shared and specific representations by employing 
the shared and specific representation learning network [13]. However, most of the above traditional machine 
learning models are weakly supervised models, which have a selective preference for the categories of text classi-
fication, and are difficult to adapt to the multi classification scenario of emotional analysis [14].

 

 
 

label text

machine learning

train

feature 
extraction

feature

text

classification 
model

predict

feature 
extraction

feature

label

Fig. 1. Flow of machine learning text classification algorithm



3

Journal of Computers Vol. 34 No. 1, February 2023

Compared with the traditional machine learning scheme, deep learning technology can automatically and 
efficiently extract text features and realize the task of emotion classification [15]. At present, there are three 
mainstream deep learning models: feedforward neural network model, recurrent neural network model and con-
volutional neural network [16]. Feedforward neural network models are represented by Word2vec and Doc2vec. 
These models have simple structure and can get reliable results on specific tasks, but this model fails to make full 
use of training data, so the classification effect needs to be improved [17]. The recurrent neural network models 
mainly include RNN and LSTM models, which can capture the time sequence information of the text, but the 
memory of long text disappears in the process of model training, so it is difficult to identify the relationship be-
tween process words [18]. Convolutional neural networks are represented by DCNN and textcnn. These models 
can identify process semantics and key paragraph features, but some information will be lost in the pooling oper-
ation in the training process, which may lead to errors in emotional analysis [19]. 

The main contributions of this paper are as follows.
(1) Based on the traditional TF-IDF algorithm, the cross-category feature component is introduced to construct 

the word vector space model, which is used to convert text into word vector (feature vector).
(2) Three weak supervised models, linearsvc, xgboost and logistics expression, are used as base classifiers, 

random forest algorithm model is used as meta classifier, and stacking ensemble learning algorithm is used to 
train strong supervised model, so as to complete the construction of stacking ensemble learning model, which can 
realize the polarity classification of emotional text.

3 System Design of Multi-Model Ensemble Learning

 

 

 

Start

Sample Pretreatment

Emotional Feature 
Extraction

End

    Verification Passed？

Training Classification Model

Cross Validation

    Construct Success？

Construct Vector Space Model

N

Y

Y

N

Fig. 2. Algorithm flow of multi model ensemble learning classification

In the field of traditional machine learning, the goal of supervised learning algorithm is to train a model with sta-
ble and good performance in all aspects, but the actual situation is often difficult to meet the requirements. More 
often, only multiple preferred models can be obtained, that is, weak supervised models with better classification 
performance in some categories [20]. Ensemble learning is to combine multiple weak supervised models in order 
to obtain a strong supervised model with better classification effect. In other words, even if a weak classifier gets 
wrong prediction, other weak classifiers can correct the error. In the field of ensemble learning, there are three 
schemes: bagging, boosting and stacking [21]. The stacking method obtains a new model by combining other 
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models. As long as appropriate model combination strategy is adopted, the bagging and boosting methods can be 
expressed, which has better adaptability and generalization ability. Therefore, this paper designs a multi model 
ensemble learning model based on stacking.

The process of multi model ensemble learning classification algorithm is shown in Fig. 2. The whole process 
includes three steps: sample preprocessing, building word vector space model and training classification model. 
Firstly, the sample data is preprocessed, including filtering interference words and invalid characters, text word 
segmentation and removing stop words, so as to obtain labeled text word segmentation data; Then, taking the 
word segmentation data as the input, and the word vector space model is constructed by using the improved TF-
IDF algorithm to calculate the feature vector of each text word segmentation; Finally, taking the feature vector 
of labeled text as the training set, the multi model ensemble learning algorithm is used to train the classification 
model by integrating three basic classification algorithms: linear SVC, xgboost and logistics expression.

4 Construct Word Vector Space Model

4.1 Training Set Acquisition and Preprocessing

The training samples mainly come from the comment texts of major portals, SNS community and microblog-
ging sites that contain noise data. Before feature extraction, the original text data needs to be preprocessed, which 
is the key to feature extraction. A good preprocessing process can improve the quality of feature extraction and 
the performance of the classification algorithm [22]. The sample preprocessing group in this article includes the 
following steps.

(1) Jieba thesaurus is used to segment the text, and then a stop word dictionary including adverbs, adjectives 
and conjunctions without actual semantics is constructed;

(2) Part of speech tagging of word segmentation data, in other words, Judging the verb, noun, adjective and 
other attributes of word segmentation data.

4.2 Improved TF-IDF Algorithm

TF-IDF is a statistical method used to evaluate the importance of a word to a document in a corpus. TF (term fre-
quency) represents word frequency [23]. The definition of probability representation for TF is as follows.
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Where ,i jn  is the appear times of word it  in the document id , and the denominator ,k jk n∑  is the sum of all 

words appear times in the document id . IDF (inverse document frequency) represents the reverse document fre-
quency, which is used to describe the importance of a word [24]. Its definition is shown as follows.
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Where D  is the total number of documents in the corpus, ,i jn  represents the number of documents contain-
ing words in the corpus, and the definition of TF-IDF is shown as follows.

                                                     TF-IDF TF IDF= × .		         			   (3)

However, the word frequency can only be simply connected with the inverse document frequency in the tradi-
tional TF-IDF scheme, which can not reflect the distribution of words among different categories and is difficult 
to represent the cross category characteristics of documents [25]. Therefore, the training set is divided into j-class 
and non-j-class to improve the traditional IDF algorithm in this paper, and considers the distribution of words in 
different classes. The improved IDF formula of words in j-class is shown as follows.
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Where ,i jn  is the appear times of documents containing word it  in j-class, and ,i jm  is the appear times of 

documents containing word it  in non-j-class. The improved IDF value increases with the increase of ,i jn  while 

decreases with the increase of ,i jm . If the number of documents containing word it  in j-class is more and the 

number of documents containing word it  in non-j-class is less, then the word it  can better represent j-class. In 

the task of text emotion classification, the word  have the ability to distinguish between categories, and the 

word it  in j-class should be given higher weight. At this time, the improved TF-IDF algorithm is shown as fol-
lows.

                                                     TF-IMIDF TF IMIDF= × .				    (5)

4.3 Construction of Word Vector Space Model

Most texts use natural language, and the information contained is unstructured and difficult to be processed by 
computer. Therefore, how to accurately represent text features is the main factor affecting the performance of text 
emotion classification [26]. In recent years, researchers have proposed many text representation models such as 
Boolean model, spatial vector model, latent semantic model and probability model to express the semantics of 
the text with a specific structure [27]. For the sake of classification efficiency, the multi model ensemble learning 
model proposed in this paper uses the space vector model to represent text. The space vector model is proposed 
by G Salton of Harvard University. The model converts a given text into a vector with high dimension, and takes 
the featured item as the basic unit of text representation. Each dimension of the vector corresponds to a feature 
item in the text, and each dimension itself represents the weight of its corresponding feature item in the text. The 
weight represents the importance of the feature item to the text, that is, the weight can reflect the degree of its 
document category [28].

Word vector space model is an algebraic model that represents a document as a vector. The similarity between 
documents is compared with the included angle between vectors [29]. Assuming that the number of all words in 
the corpus is T, the j-th document is jd , and the document to be queried is iq , then the vectors of the two docu-
ment are expressed as follows.

                                                     ( )1, 2, ,, , , RT
j j j T jd w w w= ∈ , ( )1, 2, ,, , , RT

i i i T iq w w w= ∈ . 	 (6)

Where RT  represents the word vector space model, then the calculation formula of similarity between jd  and 

iq  is shown as follows.

                                                     sim( , ) log i j
i j

i j

q d
q d

q d

 
 =
 
 





.  				    (7)

5 Training Ensemble Learning Model

5.1 Selection of Base Classifier

Ensemble learning is a scheme to combine multiple base classifiers according to a certain algorithm to improve 
the overall classification performance of the model. It requires that the implementation principles of each base 
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classifier are different, applicable to the same data set, and the classification effect is similar [30]. LinearSVC is 
a supervised machine learning algorithm that uses the hinge loss function as the kernel method to realize linear 
classification. The trained classifier has the characteristics of sparsity and robustness [31], and the overfitting con-
trol mechanism is introduced to ensure the generalization performance of the classifier. It is widely used in pattern 
recognition fields such as portrait recognition and text classification; Xgboost is a machine learning algorithm 
based on a gradient boosting classifier. It improves the existing gradient lifting algorithm by sparse feature pro-
cessing and L1/L2 regularization, which has the advantages of reducing over fitting and improving computational 
efficiency [32]; Logistics regression is a generalized linear regression algorithm based on logistic function, which 
is commonly used in data mining, economic prediction, automatic disease diagnosis and other fields [33]. In view 
of the above reasons, three machine learning algorithms of linear SVC, xgboost and logistics regression are se-
lected as base classifiers in this paper.

5.2 Training of Meta Classifier

The meta classifier is a two-level classifier, which takes the output combination of each base classifier as the in-
put feature set. The selection of training algorithm needs to consider the randomness of training set sampling and 
the estimation variance of the model. Therefore, random forests is selected as the meta classifier in this paper. 
Assuming that the number of samples is N and the number of attributes of each sample is M, then the training 
steps of the classifier are as follows.

(1) N samples are randomly selected to train a decision tree as samples at the root node of the decision tree.
(2) m attributes (m << M) are randomly selected from M attributes, and a specified strategy, such as informa-

tion gain, is used to select an attribute as the splitting attribute of the subordinate node to obtain the splitting node.
(3) Each child node in the decision tree is split according to step (2). If the attributes of the current node are the 

same as those used by the parent node, it means that the node has reached the leaf node, and then the splitting is 
completed.

(4) Repeat steps (1) ~ (3) to establish a large number of decision trees to complete the training process of ran-
dom forest.

Assuming that the n-th decision tree after training is nf , for the sample x of an unknown category, the predic-
tion output of the classifier can be obtained according to the prediction mean of all decision trees, i.e

                                                     1
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= ∑ .					     (8)

The correlation calculation formula between each decision trees is shown as follows.
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According to the calculation results, the multi decision tree model of random forest can reduce the correlation 
between models and reduce the noise of the base classifier.

5.3 Cross Validation

Since the multi model ensemble learning algorithm proposed in this paper adopts the scheme of two-level clas-
sifier, using the same sample to train the base classifier and meta classifier may lead to over fitting. In order to 
train a reliable and stable classification model, the k-fold cross validation method is usually used to evaluate the 
accuracy of the model. Then a 5-fold cross validation scheme is adopted in this paper. Firstly, the sample set is 
randomly divided into five groups, four groups of samples are selected to train each base classifier, and then the 
remaining group of samples is input into the trained base classifiers to obtain the prediction label as the feature 
vector for training the meta classifier; Finally, five groups of full sample sets are used to train each base classifier. 
At this time, the newly trained base classifier and meta classifier constitute the final multi model ensemble learn-
ing model. Algorithm 1 is the specific implementation process of cross validation.
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Algorithm 1. Cross validation algorithm
Input：training data set D={Xj,Xi}

m
i=1 (xj ϵ R

T,yi ϵY) 
Output：stackingEnsemble learning classifier  
a) Adopt cross validation approach in preparing a training set
Randomly split D into 5 equal-size subsets: D = {D1,D2,...,D5}
   for k ← 1 to 5
       // Train base classifiers
   for t ← 1 to T do 
       Train a classifier hkt from Dk ϵ D
   end for

// Construct a training set for meta classifier
for xi ϵ Dk do

Get one record{x'
i,yi}, where x

'
i ={hk1(xi),hk2(xi),...,hk5(xi),}

end for
  end for
b) Train a meta classifier
    Learn a new classifier h' from the collection of {x'

i,yi}
c) Re- train base classifiers
    for t ← 1 to T do

Train a classifier ht, based on D
   end for
return H(x)=h'(h1(x),h1(x),...,h1(x))

6 Experimental Analysis

6.1 Experimental Data Set and Environment

The user comments of major portal websites, e-commerce platforms, microblog platforms, etc are used as the 
model evaluation data set, of which 8000 are positive comments and 7000 are negative comments. Before the 
training, the data of the two data sets were pretreated to remove stop words. The average length of the pretreat-
ed data of the hotel review data set is about 37, and the average length of the meituan catering review data set is 
about 48. The positive and negative comments of the data set were randomly disordered. 70% are selected as the 
training set and 30% as the test set for model evaluation. The experimental environment is shown in Table 1 be-
low.

Table 1. Experimental environment
SN Experimental environment Details
1 Operating system Windows 10
2 CPU Intel i5-7300HQ 2.50GHz
3 GPU GTX 1050
4 Memory 16GB
5 Open source library sklearn, xgboost, mlxtend

6.2 Performance Indicator

Precision and recall are common indicators for evaluating machine learning models [34]. Assuming that the num-
ber of positive samples predicted by the model is TP, the number of positive samples predicted by the model is 
FP, the number of positive samples predicted by the model is FN, and the number of negative samples predicted 
by the model is TN, then the calculation method of accuracy rate and recall rate is shown in formula (10).

                                                     
P

Precision TP
TP+F

= , TP
TP+FN

Recall = .  			   (10)

In addition, the true positive rate TPR and false positive rate FPR indicators are usually introduced to evaluate 
the sensitivity and misjudgment of the machine learning model [20], which is shown in formula (11).
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TP

T N
TPR

P+F
= , 

FP
F N

FPR
P+T

= . 			   (11)

6.3 Result Analysis

ROC curve and PR curve are usually used to intuitively evaluate the classification effect of machine learning 
model. In this paper, 1000 labeled word segmentation samples are selected as the training data. The ROC curve 
obtained from the simulation test is shown in Fig. 3, in which FPR is the abscissa, TPR is the ordinate, and AUC 
(area under curve) is the area under the ROC curve, indicating the probability that the predicted positive example 
is ahead of the negative example. According to the simulation diagram, the AUC values corresponding to each 
category are more than 0.9, indicating that the model performance is good. The PR curve corresponding to the 
classification model is shown in Fig. 4. The curve takes recall as the abscissa and precision as the ordinate. The 
average accuracy value (AP) corresponding to each category is more than 0.85, indicating that the multi classifi-
cation accuracy of the model is high.

Fig. 3. ROC curve of multi model ensemble learning algorithm

Fig. 4. PR curve of multi model ensemble learning algorithm

In addition, in order to compare the performance difference between single base model and multi model en-
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semble learning algorithm model, 3000 labeled samples is selected in this paper as test data and inputs them 
into linear SVC, xgboost, logistic regression and multi model ensemble learning algorithm models respectively. 
Taking precision and recall as evaluation indexes, the test results are shown in Table 2, Table 3, Fig. 5 and Fig. 6.

Table 2. The precision of each classification model

Id Model
Precision

Positive Neutral Negative
1 LinearSVC 0.95 0.92 0.94
2 xgboost 0.94 0.89 0.96
3 logistic regression 0.94 0.90 0.92
4 ensemble learning 0.98 0.96 0.99

Table 3. The recall of each classification model

Id Model
Recall

Positive Neutral Negative
1 LinearSVC 0.92 0.91 0.94
2 xgboost 0.95 0.94 0.89
3 logistic regression 0.90 0.88 0.92
4 ensemble learning 0.98 0.95 0.97

Fig. 5. Histogram of accuracy rate for each classification model

	 Fig. 6. Histogram of recall rate for each classification model

According to the test results, compared with a single machine learning model, the accuracy and recall rate of 
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the multi model ensemble learning algorithm model in each category of data set are higher than that of the single 
machine learning model, which shows that the algorithm has better multi classification performance than the sin-
gle machine learning model.

7 Summary and Prospect

This paper designs an emotional analysis model of multi model ensemble learning, which can divide emotion-
al texts into three categories: positive, neutral and negative. Based on the word vector space model constructed 
by the improved TF-IDF algorithm, a two-level classification architecture composed of base classifier and meta 
classifier is designed, and a 5 fold cross validation scheme is introduced to eliminate the over fitting phenomenon 
between each sub model. From the simulation results, the AUC value of each category for multi model ensemble 
learning are more than 0.9 and AP value of the emotion classification algorithm for multi model ensemble learn-
ing are more than 0.85. In addition, the indicators of accuracy and recall are better than that of a single machine 
learning model, which realizes the high precision and high performance in emotional text multi classification. 

In the follow-up research, we will study the emotional analysis of long text and fine-grained text in the future, 
and enrich the network vocabulary and cross domain sample set, which will improve the prediction accuracy of 
text emotional analysis.
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