
Journal of Computers Vol. 34 No. 1, February 2023, pp. 131-144
doi: 10.53106/199115992023023401010

131* Corresponding Author

Financial Forecasting Method for Generative Adversarial Networks 
Based on Multi-model Fusion

Pei-Guang Lin*, Qing-Tao Li, Jia-Qian Zhou, Ji-Hou Wang, Mu-Wei Jian, Chen Zhang

Department of Computer Science and Technology, Shandong University of Finance and Economics, Jinan 250014, China
llpwgh@sina.com, tao5125801@163.com, 244656732@qq.com, 1176238504@qq.com, 

jianmuwei@ouc.edu.cn, jason88131@hotmail.com

Received 14 April 2022; Revised 13 July 2022; Accepted 11 August 2022  

Abstract. To some extent, stock prices can reflect national economic development and residents’ living stan-
dards. However, current stock forecasts are mainly analyzed using the stock’s own price. It is found that the 
exchange rate and technical indicators are closely related to the fluctuations of stocks and stock indexes. In 
this study, a generative adversarial network (GAN) financial forecasting method based on multi-model fu-
sion is proposed, which introduces the exchange rate and technical indexes of stock and stock index into the 
input data, and combines the characteristics of its own highest and lowest price, the closing price of stock or 
stock index is predicted by using the generated antagonistic network. The methods are as follows: firstly, the 
exchange rate features are de-noised by wavelet transform technology, the overall trend of exchange rate fea-
tures is extracted, and the dimensionality of technical indicators is reduced by Principal Component Analysis 
(PCA). Then, a convolutional neural network (CNN) is used in the generator to extract the local features of 
the input data, and the attention mechanism is used to improve the prediction effect of the model. Finally, the 
prediction was made by long short-term memory network (LSTM). Convolutional neural network and mul-
tilayer fully connected neural network are used in the discriminant, and gelu is used as activation function in 
the hidden layer. This study selects the data of Zhuhai Port (000507.SZ), Xiamen International Trade (600755.
SH), Orient Venture (600278.SH) and Shanghai Stock Exchange Index (SSE, 000001.SH) in the export indus-
try from January 1, 2013 to December 31, 2019 as the experimental data set. The exchange rate price between 
RMB and US dollar at the corresponding time is selected as the exchange rate feature. Compared with the best 
in-depth learning financial prediction comparison model, the results show that the generation confrontation 
network proposed in this paper has improved by 3% to 15% in each experimental data set.
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1   Introduction

Stock is an important way of investment in People’s Daily life, and the fluctuation of the stock price has received 
a great deal of attention from both investors and researchers, and how to accurately predict stock prices has at-
tracted many scholars’ research. However, stock prices are characterized by nonlinearity and multiple features, 
and it is difficult for traditional statistical learning methods to make accurate predictions of stock prices. In recent 
years, artificial neural networks have been developed rapidly, and neural networks (e.g., convolutional neural 
networks, recurrent neural networks (RNN) have been widely used in various fields of life [1-2]. In the field of 
financial prediction, because neural networks can handle large amounts, multidimensional, and nonlinear data, 
deep learning methods have started to replace the traditional statistical learning methods.

 The characteristics used in traditional stock forecasting models are based on the closing price, opening price, 
etc. of the stock itself. However, in stock analysis, fundamental analysis and technical analysis are also factors 
that investors and investment personnel need to consider. In this paper, exchange rate indicators in fundamental 
analysis and MA5 and MACD, which are commonly used in technical analysis, are selected as characteristics of 
stocks to enhance the prediction effect of the model. The exchange rate as a macroeconomic indicator and the link 
between the exchange rate and stock prices have always been the focus of economists’ research. Experimental re-
sults show that the change of exchange rate price affects the rise and fall of stock price, where stock price is more 
sensitive to the fluctuation of exchange rate price in the short term. Technical indicators are used to analyze stock 
price movements by constructing different mathematical analysis models, mainly to analyze the rise and fall of 
stock prices in the short term.
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In addition, some researchers start from the stock prediction model [3-5] and use the generative confrontation 
network model to predict the stock price instead of the traditional LSTM network. The experimental results show 
that the stock prices generated by the generative adversarial network have better prediction results compared with 
the traditional financial prediction models.

Exchange rate price changes as an important indicator of a country’s economy have an important impact on 
the national economy, even affecting the trend of stock prices. Sensoy and Tabak [6] analyzed the dependence 
between the stock market and exchange rate prices, and the experimental results showed that exchange rate prices 
were correlated with stocks. Zhang et al. [7] used the SVM model to prove that the exchange rate price could be 
applied to the index prediction. In this study, the exchange rate price of RMB and USD for 7 years from January 
1, 2013 to December 31, 2019 is chosen as the exchange rate characteristic. In stock and stock index price fore-
casting, technical indicators are often an important reference indicator, and investors will take measures accord-
ing to the changes of technical indicators. This study uses Ta-lib financial database to generate various technical 
indicators for stocks and stock indexes. Considering the large effect of exchange rate on import and export enter-
prises, chooses to use the export trade companies Zhuhai Port (000507.SZ), Xiamen International Trade (600755.
SH), and Dongfang Venture (600278.SH) from January 1, 2013 to December 31, 2019 as the experimental data-
set, and SSE index (000001.SH) was selected to verify the generality of the model.

Aiming at the above problems of the financial forecasting model, this chapter proposes a generative adversarial 
network financial forecasting method based on multiple features. In the input data, the exchange rate characteris-
tics in basic analysis and several technical indicators in technical analysis are used to form the multivariate char-
acteristics of stocks, so as to take into account the commonly used stock analysis methods as much as possible. 
In the prediction model, generative adversarial network is used as the prediction model in this chapter. Different 
from previous financial prediction models based on generative adversarial network, hybrid network is used as the 
generator and discriminator model in this method, in which attention-CNN-LSTM model is used as the generator 
model. One-dimensional convolutional neural network and fully connected network are used as discriminator 
models. In the generator model, the convolutional neural network extracts the features of the input data, adds the 
Attention layer in the middle of the two-layer LSTM, and assigns different weights to the output of each time-
step hidden layer in the LSTM network to improve the prediction effect of the model. In the stage of experimental 
results, this paper compares with the financial prediction model commonly used at present and two kinds of gen-
erative adversarial network prediction models to verify the prediction effect of this model.

The main contributions of this study are as follows:
1) To solve the problem of poor prediction effect of single model, this study proposes a generative adversarial 

network model based on multi-model fusion. By comparing with other traditional financial forecasting models, 
the proposed model has better prediction effect in financial forecasting. In this study, we use generative adver-
sarial network as a prediction model. The one-dimensional (1D) CNN network is used in the generator to extract 
stock features, and the LSTM network is used for prediction, and the attention mechanism is added behind the 
hidden layer of LSTM to improve the prediction effect. The discriminator model is composed of 1D CNN net-
work and multiple fully connected networks, and gelu activation function is used in the hidden layer of each dis-
criminator. Compared with other traditional activation functions, it is proved that gelu activation function has a 
positive effect on improving the prediction effect of the model.

2) This study introduces exchange rate characteristics and technical indicators into the input data. In this study, 
the input data are divided into two types: directly obtained data (open price, close price, high price, low price) 
and related data (exchange rate characteristics, stock technical indicators). For exchange rate indicators, this study 
uses wavelet denoising to extract the trend of exchange rate prices. For technical indicators, several commonly 
used technical indicators are generated through Ta-lib financial database, and PCA is used to reduce the dimen-
sionality of technical indicators in order to extract the important features and reduce redundancy.

The remainder of this paper is organized as follows.
The first part introduces the relevant background of financial forecasting and the innovation of the model pro-

posed in this paper.
The second part introduces the relevant methods in the field of financial forecasting.
The third part introduces the main structure of the model proposed in this paper.
The fourth part introduces the data set used in the experiment, the experimental setup and the evaluation indi-

cators used in this paper, and analyzes and discusses the experimental results.
The fourth part is the summary.
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2   Related Work

Financial data is a complex and high-dimensional form of time series. By dimensionality reduction of financial 
data, we can discover the essential features within the data, thus reducing data redundancy and improving compu-
tation speed. In the field of financial data, the traditional way of dimensionality reduction is mainly the principal 
component analysis method, which reduces the dimensionality of data in linear way. In 2017 Waqar et al. [8] used 
the New York Stock Exchange, London Stock Exchange and Karachi Stock Exchange to analyze the accuracy of 
the linear regression model after PCA reduction. The experiment showed that the PCA method could improve the 
model performance and prediction accuracy.

In the field of financial data prediction, prediction models can be broadly divided into traditional statistical 
models, machine learn-based models and deep learn-based models. Traditional statistical models are mainly 
based on Auto Regressive model (AR), Moving Average model (MA), Autoregressive Moving Average model 
(ARMA), and Autoregressive Integrated Moving Average model (ARIMA) models, which mainly to build linear 
models to fit the trend of a time series. In 2014 Ayodele et al. [9] proposed the use of ARIMA models to forecast 
stock data from the New York Stock Exchange and the Nigerian Stock Exchange, and the results showed that 
ARIMA models have great short-term forecasting potential. However, the traditional statistical models are mainly 
based on linear models, and financial data are characterized by multiple features and nonlinearity, it is difficult for 
traditional statistical models to make accurate forecasts of financial data.

Researchers are using machine learning methods to predict stock prices. Machine learning models are mainly 
based on support vector machines (SVM), random forests, etc. Mei et al. [10] in 2018 combined ARIMA and 
SVM models using IBM stock data from January 2, 1962, to November 10, 2017, for prediction. And the results 
showed that the accuracy of the model reached 96.10%, proving that the combination of machine learning and the 
traditional statistical model approach has good results in stock prediction. Xiao et al. [11] analyzed the shortcom-
ings of current stock market prediction methods and support vector machines, and proposed a method to improve 
the prediction effect of the model by combining models, i.e., using ARI-MA-LS-SVM model for stock market 
prediction. Compared with the traditional single prediction model, the combined model based on ARI-MA-LS-
SVM has better prediction fitting effect and better practical performance. With the development of deep learning, 
researchers found that deep learning has significantly improved the effect in prediction and classification com-
pared with traditional machine learning models.

At present, the mainstream deep learning networks are mainly convolutional neural networks, recurrent neural 
networks, and long and short-term memory networks, and financial prices, as time-series data, need to consid-
er the existence of a long-time dependence between prices in the prediction process, so one-dimensional (1D) 
convolutional neural networks are mainly used for short-term h prediction or extracting stock features [12-14]. 
Recurrent neural networks can save the information from previous stages and pass it to the later, so recurrent neu-
ral networks are widely used in the field of time-series forecasting. However, when the recurrent neural network 
processes long-time data, the gradient disappears and the gradient explodes. In order to solve these problems, 
Hochreiter and Schmidhuber [15] proposed the long short-term memory network. The LSTM network is a variant 
of recurrent neural network, which solves the above problems by three control units of forgetting gate, input gate, 
and output gate as well as cell states, and thus the long short-term memory network becomes the mainstream 
model in the field of temporal prediction. Selvin et al. [16] in 2017 compared three deep learning models with tra-
ditional statistical models by using convolutional neural networks, recurrent neural networks, and long short-term 
memory networks, and the results showed that the experimental results of the deep learning models were better 
than the traditional statistical models. However, a single neural network can suffer from poor fitting effect and 
low model prediction accuracy. To address this problem, researchers have started to use multi-model fusion to im-
prove the prediction of models. Lu et al. [17] proposed a deep neural network model combining CNN and LSTM 
and achieved good results, which proved that neural network fusion can further improve the prediction of models.

Along with the rapid development of deep learning, in 2014 Goodfellow et al. [18] proposed a new model by 
two models against each other. Two models are trained simultaneously in the generative adversarial network: the 
generative model G, and the discriminative model D. The results are generated by adversarial between the two 
models (G and D). Generative adversarial networks are first used in the direction of image generation. In 2018, 
Zhang et al. [19] predicted multiple stock prices of the S&P S&P500 index by using the generative adversarial 
network, and by comparing the LSTM model, SVR model, and ANN model proved that generative adversarial 
networks have better results in stock prediction. Zhou et al. [20] predicted high-frequency stock market by using 
generative adversarial networks, and the experimental results showed that the stock prices generated by genera-
tive adversarial networks have better prediction results compared to traditional financial prediction models.
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3   Model Network Structure

This section mainly introduces the prediction model of generative adversarial networks based on the multi-model 
fusion proposed in this study. Unlike most previous generative adversarial network financial forecasting models 
that use a single neural network as the generator. This study uses a one-dimensional convolutional neural network 
in the generator to extract stock features and assigns different weights to the output of the LSTM hidden layers 
through the attention mechanism, and finally predicts through a layer of LSTM network. The discriminant model 
consists of 1D convolutional neural network and fully connected network. The prediction results of tanh, relu, 
leakyrelu and tanh activation functions in each hidden layer of the discriminator are compared to find an activa-
tion function with higher prediction accuracy. Fig. 1 shows the model structure of this study.
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Fig. 1. Forecast model of generative countermeasure network finance based on multi model fusion

3.1   Generate Adversarial Networks

The generated adversarial network mainly trains the model through the game confrontation between the genera-
tor G and the discriminator D. In the generation adversarial network, the generator model is used to generate the 
forecast price of the stock, and the discriminator model is used to judge the input data. When the discriminator 
model is unable to determine whether the input data is the forecast data generated by the generator model or the 
real stock data, it means that the model is trained successfully. The input data in this study is the stock time series 

data }{ 1 2 3 kX = x ,x ,x , ... ...,x , where x is the matrix of t*n, t is how many days the model predicts the next day, in 

this study, the data of the previous 5 days is used to predict the next day, and n represents the characteristic num-
ber of the stock.

Generator Model.  In the field of stock prediction, traditional generator models are dominated by LSTM net-
works. Considering that a single deep learning model can have overfitting or underfitting phenomena in the 
prediction process, this study chooses to use a hybrid neural network based on CNN and LSTM in the generator 
and adds an attention mechanism to improve the prediction effect of the model. Prediction result 1t̂Y +  is output 
through the fully connected layer.

       1
ˆ ( )+ =tY G X . (1)
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Firstly, the input data }{ 1 2 3 kX = x ,x ,x , ... ...,x  is fed into the 1D convolutional neural network to perform 

feature extraction on the input financial data, and the 1D convolutional neural network can extract short-term 
features of financial data through convolutional kernel. Secondly, in this study, a two-layer LSTM network is con-
structed after the one-dimensional convolutional network and an attention mechanism is added in the middle [21]. 
The formulation of the LSTM network is shown in Equations 2-7.

                          1( [ , ] ).t f t t ff W h x bσ −= ⋅ + (2)

                       [ ]1( , )σ −= +t i t t ii W h x b . (3)

                             1( [ , ] ).t c t t cc hta h xn W b−= ⋅ + (4)

                 1* *−= +t t t t tc f c i c . (5)

                       [ ]1( , )= −σ +Ot o t t oW h x b . (6)

             ( )= ∗t t th o tanh c . (7)

The attention mechanism used in this study is to weight the hidden layer vectors th  output from the first 
LSTM layer to assign different weights and improve the prediction of the model. First, a fully connected layer is 
constructed, and the input is the hidden layer vector th  output from the first LSTM layer; Second, the hidden lay-

er vector th  is input to the fully connected layer to find the weight score is  of each hidden layer vector, and the 

weight coefficient ia  of each feature is obtained by normalizing the weight score is  using the softmax  function; 

Finally, the weight coefficient ia  is weighted with the hidden layer vector th  to obtain the final output ic . The 
formulas of the attention mechanism are shown in Equations (8) and (9).

                                   
( ) ( )

( )∑
i

i i N

j
j=1

exp s
= softmax s =

exp s
a

. (8)

      
1

k

i i i
i

c a h
=

= ∑ . (9)

Discriminator Model.  The task of the discriminator model is to distinguish the real data from the false data as 
much as possible and output the result by the Sigmoid activation function. When the discriminator model judges 
that the input data is real data, the output result is 1, and when the input data is judged to be the predicted data 
generated by the generator, the output result is 0. In this study, the data generated by the generator are spliced 
with the real data of the previous 5 days as the predicted data ( { }ˆ= t -4 t -3 t -2 t -1 t t+1Y ,Y ,Y ,Y ,Y ,YY ) and the real results of 

the day are spliced with the data of the previous 5 days as the real data ( { }= t -4 t -3 t -2 t -1 t t+1Y ,Y ,Y ,Y ,Y ,YY ) to be input 
to the discriminator model. The discriminator network, it consists of 1D convolutional neural network and fully 
connected neural networks. The 1D convolutional neural network can extract the local features of the input data 
well, a multilayer fully connected network follows the convolutional neural network to improve the classification 
ability of the discriminator, and the last layer is used as the output layer to output the results. Fig. 2 shows the net-
work structure of the discriminator model.
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Fig. 2. Discriminator model structure

To improve the nonlinear capability of the model, this study introduces gelu as the activation function in the 
hidden layer of the discriminator [22]. Gelu activation function introduces the idea of random regularity, which 
is realized by multiplying the input by mask, which is random and depends on the input value in the range of 0-1. 
The gelu activation function can combine nonlinearity and stochastic regularization. In the experimental section 
of this study, we compare the prediction results of the model under the use of other activation functions (e.g. tanh, 
relu, leakyrelu) to verify the superiority of the gelu activation function in the present model.

                            ( ) ( ) x ( )= <= =Gelu x xP X x xσ . (10)

3.2   Loss Function

The optimization objective function for the generative adversarial network model is as follows:

                                                 data zG D x~p (x) z~p (z)min max V(D,G) = E [log(D(x))]+ E [log(1- D(G(z)))] . (11)

In this study, the loss function selection of generator refers to the loss function of most current generation 
countermeasure network time series prediction models. That is, the generator loss function is combined with the 
mean square error, and the generator is adjusted by the generator loss function and the mean square error. Where 

loss g  is the loss function of the generator in the generation adversarial network, mseg  is the mean square error loss 

function. 1λ  and 2λ  are user-defined hyperparameters. The formula is shown in Equation (12-14):

                          ( )( )
m

loss fake 
i 1

1g log 1 D
 m =

= −∑ iX . (12)

                  ( )m 2i
t 1

1
s 1m te

i

1g
 m

+ +
=

= −∑ ix x . (13)

            1 2= λ + λloss mse lossG g g . (14)

4   Data Analysis and Experiment

4.1   Data Processing

This section mainly deals with the financial data and exchange rate data of stocks and indexes in the data prepro-
cessing stage. Firstly, the financial data of stock and index are aligned with the exchange rate data of correspond-
ing time according to the date. Because some days of the obtained data are missing, this study chooses to delete 
the days with missing data; Then wavelet denoising is used for exchange rate data to remove small fluctuations in 
exchange rate data, Ta-lib financial database is used for financial data of stocks and indexes to generate a plurality 
of commonly used technical indicators, and PCA method is used for dimensionality reduction of the generated 
technical indicators to reduce data redundancy and improve the operation effect and prediction accuracy of the 
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model; Finally, the input data were normalized to eliminate the dimensional differences existing between each 
feature to improve the model’s prediction results [23].

In this study, the data of Zhuhai Port (000507.SZ), Xiamen International Trade (600755.SH), Oriental Venture 
(600278.SH) and Shanghai Composite Index (000001.SH) from January 1, 2013 to December 31, 2019 are se-
lected as experimental data sets.

Wavelet Denoising.  This study uses wavelet transform to extract the price trend of exchange rate features. Com-
pared with Fourier transform denoising, wavelet transform has better characterization ability in both frequency 
and time domains. Fig. 3 shows the wavelet denoising results for the first 100 data in the exchange rate price data. 
As can be seen from Fig. 3, the use of wavelet denoising allows for the removal of smaller fluctuations in ex-
change rate prices while retaining the overall trend in exchange rate prices.

Fig. 3. The result of exchange rate price wavelet denoising

Normalization of Data.  The input data are normalized to eliminate the dimensional differences that exist be-
tween individual features. Equation (15) is the maximum-minimum normalization formula.

           
~

min

max min

−
=

−
x xx

x x . (15)

The Evaluation Index.  In this study, MAE (Mean Absolute Error), MSE (Mean Squared Error), RMSE (Root 
Mean Squared Error) and R2_Score were selected as evaluation indicators. The formula is shown in Equations 16-
19:

                  
1

MAE ˆ1
=

= ∑ −
n

i i
i

y y
n

. (16)

                       ( )2

1

1 ˆSE
=

= −∑
m

i i
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                           ( )2

1
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=
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RMSE y y
n

. (18)



138

Financial Forecasting Method for Generative Adversarial Networks Based on Multi-model Fusion

                       
( )
( )

2( )

2
2

ˆ
1

−
= −

−

∑
∑

i
i

i

i
i

y y
R

y y
. (19)

4.2   Experimental Results

In this chapter, three sets of comparison experiments are designed to verify the prediction effect of the proposed 
model: in the first part, the effect of using different input features on the prediction effect of the model is ex-
plored, in this part, different features are chosen as the input data of the model and the prediction effect of each 
model is analyzed; in the second part, the superiority of the gelu activation function in the discriminator hidden 
layer is explored, three common deep learning activation functions relu, tanh, and leaky-relu are compared with 
the gelu activation function. In the third part, the predictive metrics of the prediction results are compared with 
the commonly used CNN, LSTM, CNN-LSTM, SVR financial prediction models and two generative adversarial 
network financial prediction models, respectively, to demonstrate the superiority of the proposed multivariate fea-
ture-based generative adversarial network financial prediction method in this paper.

(1) Input feature analysis
This paper designs multiple sets of experiments to verify the effects of different input features on the predic-

tion effect of the model: 1) the input data consists of basic features of stocks, exchange rate features and technical 
indicators; 2) the input data consists of basic features of stocks and exchange rate data; 3) the input data consists 
of basic features of stocks and technical indicators of stocks; 4) the input data consists of basic features of stocks 
only. The prediction model is a multivariate feature-based generative adversarial network financial prediction 
model proposed in this paper, and Zhuhai Port, Xiamen International Trade, Eastern Venture, and SSE Index are 
selected as the experimental data sets. The prediction indexes of each model are shown in Table 1, and Fig. 4 
shows the prediction result graph of each model.

Table 1. Predictors of different input feature models
MAE MSE RMSE R2_Score

Zhuhai Port 
dataset

Our 0.182 0.060 0.245 0.926
Exchange rate characteristics 0.183 0.071 0.265 0.909

Technical specifications 0.203 0.072 0.268 0.916
Basic characteristics of stocks 0.211 0.088 0.296 0.910

Xiamen Inter-
national Trade 

data set

Our 0.172 0.052 0.228 0.905 
Exchange rate characteristics 0.203 0.070 0.264 0.894

Technical specifications 0.211 0.069 0.263 0.912
Basic characteristics of stocks 0.240 0.090 0.300 0.885

Eastern Venture 
data set

0.515 0.592 0.769 0.816 0.515 
Exchange rate characteristics 0.605 0.743 0.862 0.711

Technical specifications 0.525 0.648 0.805 0.801
Basic characteristics of stocks 0.673 0.870 0.933 0.780

SSE Index 
Dataset

Our 49.561 4157.197 64.476 0.836 
Exchange rate characteristics 51.666 4320.783 65.733 0.869

Technical specifications 52.403 4655.949 68.235 0.815
Basic characteristics of stocks 58.909 5471.890 73.972 0.847
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 (a) Zhuhai Port data set (b) Xiamen International Trade data set

(c) Orient Venture (d) SSE data set

Fig. 4. Prediction results of different input feature models

As can be seen from Table 1, when only the basic characteristics of the stock itself are used as the input fea-
tures of the model, the predictive index of the model is the worst result among the comparison models of all data 
sets. When the input characteristics are the basic characteristics of the stock itself plus the exchange rate char-
acteristics or the technical indicators of the stock, the prediction results of the model are better than those of the 
comparison model using only the basic characteristics of the stock as the input. Based on the predictors of the four 
data sets in Table 1, it can be concluded that using the basic characteristics of the stock itself and the exchange 
rate characteristics and using the basic characteristics of the stock itself and the technical indicators characteristics 
have their own advantages and disadvantages in prediction under different data sets. When the input data are the 
multivariate feature inputs combining the stock’s own features with exchange rate features and technical indica-
tors as proposed in this paper, the prediction model achieves the optimal predictors and effects. The experimental 
results show that the introduction of both exchange rate indicators and technical indicators in the input features 
can improve the prediction effect of the model, and the model achieves the best prediction effect when the input 
data is a combination of the stock’s own features with exchange rate features and technical indicators as proposed 
in this paper.

(2) Activation function analysis
Activation functions can handle nonlinear data in deep learning models. However, different activation func-

tions have different ability to process data. To verify the superiority of the gelu activation function in the hidden 
layer of the discriminator, this paper selects Zhuhai Port, Xiamen International Trade, Eastern Venture, and SSE 
as the experimental data sets, uses the relu, leaky-relu, tanh, and gelu activation functions in the hidden layer 
of the discriminator, respectively, and analyzes the result values of MAE, MSE, RMSE, and R2 _Score for each 
model. Table 2 shows the results of the predictive metrics for each model.

As can be seen from Table 2, compared to other activation functions, the metrics of MAE, MSE, and RMSE 
of the model under the use of the gelu activation function are lower than those of other comparison models, and 
the R2 _Score is higher than that of other comparison models. Through Fig. 5, it can be intuitively seen that when 
different activation functions are used in the hidden layer of the discriminator, the prediction effect of the model 
will be different, and the prediction results using the gelu activation function are closer to the curve of the true 
value compared to other activation functions. The analysis of Table 2 and Fig. 5 proves that different activation 
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functions have certain influence on the prediction performance of the model. However, it can be seen from Table 
2 that different activation functions have less influence on the prediction results of the model, and the prediction 
index values of each activation function do not differ much. The experimental results show that the gelu activa-
tion function can improve the prediction accuracy of the model to a small extent compared with the traditional 
relu, tnah and leaky-relu activation functions.

Table 2. Predictors of different activation function models
MAE MSE RMSE R2_Score

Zhuhai Port dataset

Gelu 0.181 0.060 0.245 0.926
Leaky-Relu 0.219 0.082 0.287 0.910

Relu 0.193 0.066 0.256 0.924
Tanh 0.183 0.062 0.248 0.925

Xiamen International 
Trade data set

Gelu 0.172 0.052 0.228 0.905 
Leaky-Relu 0.204 0.069 0.262 0.868 

Relu 0.184 0.059 0.244 0.868 
Tanh 0.186 0.060 0.245 0.867 

Eastern Venture data 
set

Gelu 0.515 0.592 0.769 0.816 
Leaky-Relu 0.559 0.636 0.798 0.789 

Relu 0.574 0.673 0.820 0.784 
Tanh 0.558 0.643 0.802 0.789 

SSE index dataset

Gelu 49.561 4157.197 64.476 0.836 
Leaky-Relu 50.410 4316.175 65.698 0.833 

Relu 50.229 4309.145 65.644 0.833 
Tanh 50.311 4283.513 65.449 0.835

(a) Zhuhai Port data set             (b) Xiamen International Trade data set

(c) Orient Venture data set (d) SSE data set

Fig. 5. Prediction results of different activation function models
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(3) Analysis of comparative experimental results
To demonstrate the prediction effect of the multivariate feature-based generative adversarial network financial 

forecasting method proposed in this paper, Zhuhai Port, Xiamen Guomao, Orient Venture, and SSE Index are 
used as experimental data sets, and the currently used financial forecasting models LSTM, CNN, CNN-LSTM, 
SVR and two generative adversarial network forecasting models LSTM-GAN, CNN-GAN are used as compari-
son models, and MAE, MSE, RMSE, and R2 _Score are selected as experimental evaluation metrics.

Among the comparison models, CNN model and LSTM model are consistent with Chapter 3, SVR model as 
one of the representative models in machine learning, some scholars have verified that SVR model can be applied 
in the field of financial data prediction. CNN-LSTM as a hybrid model effectively combines the advantages of 
CNN network to extract the spatial characteristics of data and LSTM in time series prediction, through the hy-
brid model the LSTM-GAN model and CNN-GAN model are the generative adversarial network model using 
the attention-based mechanism of LSTM network as a generator and the one-dimensional convolutional neural 
network, respectively. Table 3 shows the prediction index results of each dataset on different models, and Fig. 6 
shows the prediction results of each model.

Table 3. Comparison of model predictors
		                                        MAE MSE RMSE R2 _Score

Zhuhai Port dataset 
Our model 0.181 0.060 0.245 0.926 

LSTM-GAN 0.231 0.103 0.321 0.885 
CNN-GAN 0.263 0.110 0.332 0.881 

LSTM 0.251 0.088 0.297 0.872 
CNN 0.270 0.109 0.330 0.817 

LSTM-CNN 0.213 0.064 0.254 0.906 
SVR 0.341 0.167 0.408 0.636 

Xiamen International Trade 
data set

Our model 0.172 0.052 0.228 0.905 
LSTM-GAN 0.191 0.066 0.257 0.897 
CNN-GAN 0.235 0.089 0.298 0.861 

LSTM 0.259 0.095 0.308 0.815 
CNN 0.273 0.105 0.325 0.793 

LSTM-CNN 0.221 0.071 0.267 0.865 
SVR 0.277 0.113 0.337 0.784 

Eastern Venture data set
Our model 0.515 0.592 0.769 0.816 

LSTM-GAN 0.608 0.816 0.903 0.739 
CNN-GAN 0.730 0.933 0.966 0.721 

LSTM 0.631 0.640 0.800 0.793 
CNN 0.682 0.774 0.880 0.719 

LSTM-CNN 0.555 0.493 0.702 0.877 
SVR 0.592 0.592 0.769 0.670 

eSSE index dataset
Our model 49.561 4157.197 64.476 0.836

LSTM-GAN 52.588 4667.956 68.322 0.835 
CNN-GAN 68.448 7861.437 88.665 0.722 

LSTM 57.325 5104.094 71.443 0.848 
CNN 58.228 4884.184 69.887 0.789 

LSTM-CNN 57.876 4694.331 68.515 0.818
SVR 81.249 9032.486 95.039 0.672 
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(a) Zhuhai Port data set         (b) Xiamen International Trade data set

(c) Orient Venture (d) SSE data set

Fig. 6. Graph of prediction results of each model

As can be seen from Table 3, the proposed method in this paper has lower MAE, MSE, and RMSE predictors 
and higher R2 _Score predictors than the comparison models in the Zhuhai Port dataset, Xiamen International 
Trade dataset, Eastern Venture dataset, and SSE index dataset.

As traditional financial prediction models, SVR, CNN, and LSTM models are often used as comparison mod-
els in the field of stock prediction. Experimental results show that the proposed multivariate feature-based gen-
erative adversarial network financial prediction method in this paper is better than traditional financial prediction 
models in all prediction indexes.

CNN-LSTM as a hybrid model effectively combines the advantages of CNN network that can extract effective 
features and LSTM in time series prediction, and it is also demonstrated in Chapter 3 that the prediction effect of 
the model can be improved by fusing multiple neural networks, and hybrid model prediction is also one of the 
mainstream prediction methods at present. By comparing and analyzing with CNN-LSTM models, the multivari-
ate feature-based generative adversarial network financial prediction method proposed in this paper improves the 
prediction effect of the model through the discriminator’s feedback for the generator. In addition, in the generator 
model, this paper adds an Attention layer in the middle of the two-layer LSTM based on the CNN-LSTM model, 
and assigns different weights to the output of each time-step hidden layer in the LSTM network, and the experi-
mental results show that the introduction of both GAN and Attention mechanisms can improve the fitting effect 
and prediction performance of the model.

LSTM-GAN and CNN-GAN are used as ablation experiments to verify the prediction effectiveness of the pro-
posed models in this chapter. Compared with LSTM-GAN and CNN-GAN, the multivariate feature-based gen-
erative adversarial network financial forecasting method proposed in this paper has better prediction metrics and 
prediction effects than these two generative adversarial network-based forecasting models. LSTM-GAN is more 
suitable for handling financial time series data compared with CNN-GAN because LSTM network is more suit-
able than CNN network, therefore, the prediction effect of LSTM-GAN is better than CNN-GAN in each dataset.
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5   Conclusion

This study proposed a novel generative adversarial network financial forecasting model for predicting stock pric-
es. The model uses CNN in the generator to extract stock features and assigns different weights to the hidden lay-
ers of the LSTM output through the attention mechanism to improve the prediction results, and finally generates 
the prediction results through the LSTM network; the discriminator consists of a convolutional neural network 
and a fully connected network, and uses gelu as the activation function in each hidden layer of the discriminator 
to crank up the prediction ability of the model. Considering that stock price is affected by many factors, exchange 
rate price and stock technical index are introduced in this study. In our experiments using datasets for Zhuhai 
Port, Xiamen International Trade, Eastern Venture, and SSE Index, the proposed model outperformed four other 
models (i.e., SVR, CNN, LSTM, CNN-LSTM, LSTM-GAN and CNN-GAN) in predicting stock prices.

Although this study considers the influence of several characteristics on stock prices, exchange rate and stock 
technical indicators are only a part of the many characteristics that affect stock prices, and more stock characteris-
tics will be considered in the following study.
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