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Abstract. Air pollution has become one of the important challenges restricting the sustainable development 
of cities. Therefore, it is of great significance to achieve accurate prediction of Air Quality Index (AQI). Long 
Short Term Memory (LSTM) is a deep learning method suitable for learning time series data. Considering 
its superiority in processing time series data, this study established an LSTM forecasting model suitable for 
air quality index forecasting. First, we focus on optimizing the feature metrics of the model input through 
Information Gain (IG). Second, the prediction results of the LSTM model are compared with other machine 
learning models. At the same time the time step aspect of the LSTM model is used with selective experiments 
to ensure that model validation works properly. The results show that compared with other machine learning 
models, the LSTM model constructed in this paper is more suitable for the prediction of air quality index.

Keywords: Index of Air Quality, prediction, deep learning, LSTM

1  Introduction

Air pollution has become an important environmental problem that restricts economic and social development. 
Urban air pollution originates from transportation, industry, energy consumption, living, and many other factors. 
Its most serious short-term impact is on the health of urban residents, and it also brings about global warming by 
means of the greenhouse effect, which facilitates a series of long-term climate changes. Fine particulate matter 
(PM2.5), SO2, NO2, O3, and other air pollutants lead to the degradation of human health as they can cause head-
aches, difficulty breathing, heart obstructions, and other symptoms [1]. The Air Quality Index (AQI) is an indi-
cator that assesses the impact of air pollution on human health, and it can be understood easily by the public [2]. 
The US Environmental Protection Agency (EPA) first proposed the Pollution Standard Index (PSI) in 1972, and 
in 1999 the EPA proposed the Air Quality Index (AQI), which is now widely used in the world. In China, the air 
quality index (AQI) is obtained by converting real-time monitoring data of air quality so it is very important to 
compute the AQI value of the next day after receiving the relevant data. The AQI is a policy tool employed by the 
Environmental Protection Department, and AQI predictions are used by the Department to regulate and control 
traffic, industry, urban construction, and other socio-economic activities that take place within areas that can be 
susceptible to unsatisfactory air pollution conditions.

Many previous studies on air pollution prediction have focused on the application of deterministic and compu-
tational models. The deterministic model does not require a large amount of historical data but does require ade-
quate source knowledge, timely emission quantities, and spatiotemporal physical transformation of exhaust gases 
from the main chemical reactions. McKeen [3] and Chuang [4] applied deterministic models of on-line/off-line 
meteorological chemistry models to deterministic problems. It should be noted that, in the absence of knowledge 
of pollution sources, and where physical changes occur in the processing of insignificant conditions, larger devi-
ations will appear in the application of deterministic models. Computational models often require a large number 
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of historical measurements under a variety of meteorological conditions, which establishes a relationship between 
historical pollution data and predicted variables through regression and machine learning [5]. A variety of ma-
chine learning algorithms have been used in air pollution prediction, such as the ANN (Artificial Neural Network) 
algorithm used by Pérez [6] and Li [7], the FC (Fuzzy logic) algorithm used by Shad [8] and Alhanafy [9], the KF 
(Kalman filter) algorithm used by Zolghadri [10] and Hoi [11], and the HMM (hidden Markov model) algorithm 
used by Sun [12].

Compared to the dynamic characteristics of air pollution indices, recurrent neural networks (RNN) are effec-
tive to solve the adverse effects of the spatial and temporal evolution of an air pollution index. RNN is a deep 
learning method that can process any input sequence using memory cells across networks and therefore it has the 
ability to learn time series. Many RNN technologies have been proposed to solve the time series prediction prob-
lems, but studies have shown that the typical RNN models cannot solve the problem of the long time-dependence 
of input sequences. In order to solve this problem, a special RNN structure: a long-term and short-term memory 
artificial neural network (LSTM NN) has been proposed [13]. The LSTM network can learn the time series over 
a long time-span and can determine automatically the optimal time lag for accurate prediction. Over the past few 
years, LSTM has been applied successfully in handwriting recognition, human motion recognition, robot control, 
etc., but its application in air pollution prediction is still not commonplace. This study attempts to verify the ef-
fectiveness of the LSTM model in AQI prediction. First, select the air pollutants index and weather phenomena 
index that affect AQI, and use the information gain method to analyze their characteristics, and then construct the 
optimal index of IG (Information Gain). Secondly, the air pollutants index, weather phenomena index, optimal in-
dex of IG and air pollutant variable index are used as input indicators of the hybrid model. Finally, the prediction 
of AQI is realized through The AQI hybrid prediction model, and further analysis and demonstration is carried 
out according to the prediction results.

The contributions of this research mainly include three aspects: (1) Apply LSTM in deep learning to the field 
of air pollution prediction, and achieve effective prediction of air quality index by building a hybrid model; (2) 
According to the research foundation of scholars, by using information The gain method extracts the features of 
the indicators that affect the AQI, improves the reliability of the input indicators, and realizes the selection and 
optimization of the input indicators of the prediction model. (3) This study uses four input indicators to divide 
into two branches, and uses the Merge method of the LSTM model to merge and transform, which greatly im-
proves the correlation between indicators, improves the prediction accuracy, and provides new ideas for air quali-
ty prediction. (4) Compared with other prediction models, it is found that the LSTM model used in this study has 
higher performance in air quality index prediction, and it is determined that the LSTM model is suitable for the 
research of atmospheric environment.

2  Literature Review

2.1  Research on Air Quality Index 

The Air Quality Index (AQI) is an important indicator for judging the impact of air pollution on human health. 
With the help of air quality indices, the public can clearly understand whether the air quality is good or bad for 
their health. Government agencies also can make decisions on pollution reduction and environmental manage-
ment methods with supportive data from these indices. In recent years, many scholars have begun to pay attention 
to air quality index research. Bishoi (2009) attempted to calculate the Air Quality Index based on Factor Analysis 
(NAQI), which avoided the deficiencies of the USEPA method [14]. Gorai (2014) employed the fuzzy synthetic 
evaluation model to assess air quality in four monitoring stations situated in the Taj Trapezium Zone [15]. Xu 
(2017) proposed a new dynamic fuzzy synthetic evaluation and applied it to estimate air quality quotients and 
rank the primary pollutants [16]. Sarella (2015) proposed an air quality index (AQI) for the City of Vapi, India, 
for simplified public information and data interpretation [17]. Ruggieri (2013) focused on functional principal 
component analysis (FPCA) to investigate multiple pollutant datasets measured over time at multiple sites within 
a given urban area, and the approach was proved to effectively highlight relevant statistical features of the time 
series [18]. Van den Elshout (2014) described the logic of making an index, in particular, the CAQI, and its up-
date with a grid for PM2.5 [19]. Kirenga (2015) conducted air pollutant monitoring in Kampala and Jinja, Uganda, 
and found that air pollutant concentrations were dangerously high. Therefore, long-term studies were needed to 
characterize air pollution levels during all seasons [20]. Lv (2016) applied statistical methods to have better data 
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comparisons, which showed that vehicles, dust, industry, biomass burning, coal combustion, and secondary prod-
ucts all were major sources of air pollution, and they had all continued to increase, except coal combustion and 
secondary products [21]. 

2.2  Research on Traditional Method Forecasting

At present, the prediction of air quality has become a significant topic in current studies. Cogliani (2001) used a 
regression model combined with meteorological variables to predict the air pollution index [22]. Hajek (2009) 
applied the fuzzy inference system to establish an air quality index forecasting model [23]. Zickus (2013) ap-
plied Gaussian and regression models to forecast urban air pollution and found that short-term forecasts based on 
statistically-determined relationships were more consistent with the measured data from a specific location than 
was the predicted value from a Gaussian model [24]. Combarro (2013) studied daily air pollution levels using 
the support vector machine (SVM) technique in the Oviedo urban area (Northern Spain) on a local scale [25]. 
Kassomenos (2013) attempted to create a suite of statistical models for predicting one-day-ahead maximum CO 
levels, based on both meteorological and pollutant data, which were recorded at six monitoring sites in the greater 
area of Athens, Greece. The results showed that the prognostic models managed to predict the CO maximum dai-
ly values with satisfactory accuracy [26]. Peng (2016) employed nonlinear updatable machine learning methods 
to evaluate hourly air quality forecasting in Canada and concluded that the nonlinear models often had a worse 
bias (mean error) and more severe underprediction of extreme events than did linear models [27]. 

2.3  Research on Neural Network Forecasting

In recent years, neural network models have been widely used in the field of atmospheric pollutants. Dahe (2004) 
applied the improved ANN model to predict the air pollution index in Shanghai [28]. With the help of Artificial 
Intelligence Methods, Karatzas (2009) understood and predicted air pollution levels in Athens, Greece [29]. Azid 
(2013) built a Feed-Forward Artificial Neural Network Model for Air Pollutant Index Prediction in the Southern 
Region of Peninsular Malaysia [30]. Kyriakidis (2012) employed a number of Computational Intelligence 
algorithms to study the forecasting of the hourly and daily changes in the CAQI (Common Air Quality Index) 
quotient, which utilized artificial neural networks, decision trees, and regression models [31]. A novel hybrid 
forecasting model combining a two-phase decomposition technique and an extreme learning machine (ELM) 
that was optimized by a differential evolution (DE) algorithm was developed for AQI forecasting by Wang 
(2016) to enhance forecast accuracy [32]. Feng (2015) built a hybrid model that combined air mass trajectory 
analysis and wavelet transformation to improve the artificial neural network (ANN) forecast accuracy of daily 
average concentrations of PM2.5 two days in advance [33]. Kurt (2010) presented methods based on geographic 
forecasting models, using neural networks (GFM-NN), to forecast air pollutant indicator levels and the findings 
were quite satisfactory [34]. Plaia (2013) proposed a two-step aggregation that was related to space and pollutant 
levels in order to get a Multipollutant-Multisite Air Quality Index (AQI) time series [35]. 

Moustris (2013) dealt with the development and application of ANN models as a tool to forecast daily 
concentration levels of PM10 in five different regions within the greater Athens area, and the model performance 
showed that the ANN models could successfully forecast the risk of daily PM10 concentration levels exceeding 
certain thresholds [36]. Moustris (2010) made use of Artificial Neural Networks to forecast the maximum daily 
value of the European Regional Pollution Index as well as the number of consecutive daily hours with at least 
one of the pollutants being above a threshold concentration, 24 to 72 h ahead. The results were in agreement 
with the real-time monitored data at a statistically significant level [37]. Dunea (2015) presented the screening of 
various feed-forward neural networks (FANN) and wavelet feed-forward neural networks (WFANN) applied to 
time series of ground-level ozone (O3), nitrogen dioxide (NO2), and particulate matter (PM10 and PM2.5 fraction) 
concentrations recorded at four monitoring stations located in various urban areas of Romania to develop an 
optimized general sampling configuration. The results showed that both modes (i.e. FANN and WFANN) 
overestimated PM2.5 forecasted values during the last quarter of the time series [38]. Beddows (2017) analyzed 
the emulation and sensitivity of the Community Multiscale Air Quality Model with the help of base case and 
found that the performance of the model appeared slightly better in Harwell than London [39]. In summary, these 
studies were attempts, qualitatively or quantitatively, to solve practical problems. However, their accuracy was 
quite low, and the present investigation aimed at to employ a method of deep learning to reduce prediction errors.
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3   Methodology and Data

3.1   Design of the Model Structure

The AQI hybrid prediction model consists of three layers: the input layer, the hidden layer, and the output layer. 
The input layer consists of the air pollutant index, the air pollutant variable index, the weather phenomenon in-
dex, and the optimal characteristic index calculated by Information-gain method (IG). The hidden layer consists 
of information and information extraction. The total number of hidden layers is ten. The LSTM algorithm is used 
for information extraction and the CONCAT algorithm is used for information merging. The output layer of the 
model includes only one index of AQI for the next day. The specific model structure is shown in Fig. 1. The real-
ization of the model can be broken down into two parts: the first is the design of the feature index, the second is 
the structure and calculation of the model. 
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Fig. 1. The model framework of air quality index prediction based on IG-LSTM

3.2   Design of the Feature Index 

In order to further improve the accuracy of AQI forecasting, four characteristic indices were selected to use as in-
puts to the model. The air pollutants index included PM2.5, PM10, SO2, CO, NO2, and O3. The weather phenomena 
index included five characteristic indices: maximum temperature, minimum temperature, weather phenomenon 
(includes: cloudy, sunny, rainy, overcast sky, snowy, sand dust, haze, foggy), wind direction, and wind power.

The optimal index of IG (Information Gain) is the optimal characteristic index, which is selected from PM2.5, 
PM10, SO2, CO, NO2, O3, maximum temperature, minimum temperature, weather phenomenon (i.e. cloudy, sunny, 
rainy, overcast sky, snowy, sand dust, haze, foggy), wind direction, wind power, and the AQI of the day before, to 
which is applied the calculation method for ‘information gain.

3.3   Model Structure and Computational Logic

The main structure of the model is composed of two main branches. One main branch utilizes inputs of the air 
pollutant index and the air pollutant variable value, and the corresponding key characteristic information is ob-
tained by the two layers of the LSTM algorithm. The other main branch utilizes inputs of the weather phenome-
non index and the optimal characteristic index obtained by the IG (information gain) method. In order to amplify 
the influence of the IG optimal index, the air pollutant variable index is added to the result of the first layer of the 
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LSTM calculation as a common input. The two-part input is transformed by a layer of the LSTM calculation to 
obtain the corresponding key characteristic information. Finally, the results of the two branches are combined as 
the final information output for the prediction of the AQI for the next day. The LSTM deep learning algorithm is 
used in the whole structure of the model, and the main calculation logic is shown in Fig. 2.

Fig. 2. The main calculation logic of LSTM

1 1( ).t ix t im t ic t ii w x w m w c bσ − −= + + +  (1)
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Where⊗ denotes as the scalar product of two vectors, σ(x), g(x) and h(x) is defined as the sigmoid function:

1 1 1( ) ,  ( ) ,  ( ) .
1 1 1x x xx g x h x

e e e
σ

− − −
= = =

+ + +
(7)

3.4   Data Source

The data used in this investigation were the air quality data of Tianjin (Jan 1, 2014 - Dec 30, 2016) and the meteo-
rological data of Tianjin (Jan 1, 2017 - Sep 30, 2017). The air quality data of Tianjin were obtained from the open 
data released by the China Environmental Monitoring Station. The meteorological data of Tianjin were obtained 
from meteorological data released by Tianjin Meteorological Observatory. The data used was daily data. A total 
of 1367 data samples were collected from Tianjin data, and 15% of the total data samples were classified as train-
ing samples. The sample data for training were used to revise the training of the planning model, and the sample 
data of the test was used to judge the accuracy of model prediction. The experiment uses a total of 1095 pieces of 
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information (Jan 1, 2014 – Dec 30, 2016) as a sample for training, and a total of 272 pieces of information (Jan 1, 
2017 - Sep 30, 2017) as the sample for the test.

4   Results and Discussion

4.1  Prediction Model Evaluation Index

To accurately evaluate the validity of the experimental model, this paper adopts the mean absolute percentage 
error MAPE (Mean Absolute Percent Error) to quantitatively evaluate the predictive performance of the proposed 
model. The evaluation index is used to measure the difference between the simulated data and the model data. The 
smaller the value, the higher the model accuracy and the better the prediction performance. The error calculation 
formula was as follows: 

1

ˆ1 100.
n

i

y yMAPE
n y=

−
= ×∑ (8)

Where y is the actual value, ŷ  is the corresponding predicted value, and n is the number of indicator variables.

4.2  Results of the IG

The first step of the experiment used the IG (Information Gain) method to select the optimal features from the 
existing features. The direct collection features included PM2.5, PM10, SO2, CO, NO2, O3, maximum temperature, 
minimum temperature, weather phenomena, wind direction, wind power, and the AQI quotient of the day before; 
whose total number – i.e. the number of direct collection features - was 12. The calculation results for the charac-
teristic entropy of the information gain method are shown in Table 1.

Table 1. The calculation results for the characteristic entropy of the IG method

Index Entropy value Sequence
The AQI quotient of the day before 4.55 3

PM2.5 4.71 2
PM10 3.56 6
SO2 4.43 4
CO 3.79 5
NO2 4.84 1
O3 3.49 7

Maximum temperature 2.07 8
Minimum temperature 2.03 9
Weather phenomena 0.71 11

Wind direction 0.85 10

The entropy values that are more than 4 are featured in the IG optimal index, namely NO2, PM2.5, the AQI quo-
tient of the day before, and SO2. For the final calculation and selection, the final indicators and characteristics of 
the inputs of the model are shown in Table 2.



75

Journal of Computers Vol. 34 No. 2, April 2023

Table 2. The final indicators and characteristics of the inputs of the model

Feature index Index Explain

Air pollutant index PM2.5, PM10, SO2,
CO, NO2,O3

China Environmental Monitoring Station 
releases the open data of air  pollutant 
concentration, but it currently announces only 
6 types.

Air pollutant variable index
∆PM2.5, ∆PM10,

∆SO2, ∆CO, ∆NO2, ∆O3

The air pollutant variable index is based on the 
data of air pollutant concentration.

Weather phenomenon index

maximum temperature 
minimum temperature, weather 

phenomena, wind direction, 
wind power

We a t h e r  d a t a  a r e  r e l e a s e d  b y  t h e 
Meteorological Observatory of Tianjin. but it 
currently announces only 5 types.

IG optimal index NO2, PM2.5, the AQI quotient of 
the day before, SO2

The characteristic index whose characteristic 
entropy value is more than four is obtained 
with the method of IG.

4.3  Results and Comparison of the LSTM

In order to more comprehensively evaluate the prediction performance of the LSTM model and achieve the opti-
mal goal of the final model, this paper compares the LSTM model with some machine learning models, choosing 
SVR (Support Vector Programming), RDG (Ridge Regression), LASSO (Least Absolute Shrinkage and Selection 
Operator), DT (Decision Tree), GBR (Lifting Tree Regression), and KRR (Kernel Ridge Regression) six models 
are used as comparison models. With other conditions unchanged, the final results are shown in Table 3.

In order to improve the efficiency of model training with LSTM, the deep learning program KERES, which 
uses time steps as the key parameters that influence the final predicting results, was used to compare the predic-
tion results for different time steps. According to the basic principle of the LSTM algorithm, the selected range of 
time steps was from 2 to 6. Each model operation was performed 10 times to reduce randomness. The final results 
are shown in Table 3, with the calculation of various models.

Table 3. The compare of predicting result on various models l

Serial number The model name MAPE
Training values Test value

1 SVR 0.2624 0.2326
2 RDG 0.2669 0.2123
3 LASSO 0.2813 0.369
4 DT 0.2428 0.2052
5 GBR 0.2139 0.1835
6 KRR 0.2827 0.2016
7 LSTM (steps = 3, epoch = 20000) 0.1579 0.0987

According to the results, the LSTM model proposed in this paper is more effective than other prediction mod-
els. Among the seven experimental models, the LSTM model had the lowest error, with a MAPE of 0.0987 and 
a time step of 3, and was the only model with a MAPE value below 0.1. Among the machine learning models, 
the GBR model is the best among the six machine learning models, with a MAPE of 0.1835, but it can be clearly 
seen that its results are far inferior to the LSTM model. The LASSO model has the lowest accuracy, with a MAPE 
of 0.369. The results are shown in Fig. 3 and Fig. 4.
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Fig. 3. The test result of GBR model

Fig. 4. The test result of LSTM model

Based on an analysis of the results, the following three discussion results are obtained.
(1) Overall, the LSTM algorithm is superior to the machine learning model for the processing of time series 

data. With the combination of multiple LSTM layers and MERGE layers, a more accurate prediction model for 
the next-day AQI quotient can be established.

(2) The characteristics index of the model’s input can be further selected for optimization. The feature index is 
the basis of the model’s prediction and judgment. Feature selection or extraction with the IG method can improve 
data validity very effectively and can help the model to improve its judgment ability. 

(3) The number of time steps is a crucial parameter in the LSTM model, and the correct time step setting can 
improve prediction accuracy. As the number of time steps is related to the amount of data in the back-trace time, 
it can be stated that both excessively-large and too-small time steps in the experiment can affect the accuracy of 
the prediction.
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4.4  Application Analysis of Predictive Models

Accurate prediction of air quality index is very important in air pollution control. The accuracy of the LSTM pre-
diction model constructed in this paper has been verified, and it has also made important contributions to relevant 
policy formulation and early warning to the public.

(1) Predict the AQI quotient with the help of LSTM, fully exploit the ambient air quality data resource infor-
mation, meet the real-time and validity requirements of ambient air quality forecast, and minimize the air quality 
forecast error.

(2) The experimental results will meet the air quality monitoring and forecasting needs of the government and 
residents, enabling them to mine the effects of air pollutant levels. Governments may be inspired by the results of 
experiments to apply such tests in the formulation and implementation of related policies such as energy. At the 
same time, it will help relevant government departments to issue early warning information in real time and help 
residents adjust their travel plans.

(3) The research results can help to grasp the changing trend of AQI quotient, so that reasonable actions can be 
taken. In addition, in addition to macro policies, the improved accuracy of AQI forecasts can allow governments 
to formulate comprehensive and detailed policies that provide intuitive guidance for activities such as production 
and living.

Therefore, the LSTM prediction model proposed in this paper uses the IG method to conduct a more reason-
able analysis of air quality-related indices, which can be used as a monitoring and early warning tool in some 
areas to improve the prediction level of air pollutants.

5   Conclusions

The LSTM algorithm is a long-short-term memory-based sorting method for machine learning of time series data. 
Based on its advantages in processing time series data, this study established a long short-term memory artificial 
neural network model for predicting the combined air pollution index quotient. The neural network model mainly 
consists of two parts: one is to select and process the existing index data by using the IG method based on the 
existing air pollutant indexes and weather phenomenon index values; secondly, a two-branch LSTM prediction 
model is established. The experimental results are as follows:

(1) Air quality is related to air pollutant index, air pollutant variable index, weather phenomenon index, and 
can be used as the input variable of the model to effectively predict the air quality index.

(2) Using the information gain method, select and extract the optimal eigenvalues   from indicators such as 
air pollutant index, weather phenomenon index, etc. NO2, PM2.5, the AQI quotient of the day before, SO2 as the 
eigenvalue with the highest quotient has the greatest relationship with the air quality index, and entering it into 
the model as an input indicator helps to improve the performance accuracy.

(3) This paper selects the LSTM model to predict the air quality index of Tianjin. The experimental results 
show that the MAPE of the prediction model is 0.0987. Compared with the machine learning model, the model 
can be more precise and accurate, and the prediction accuracy can be further improved with proper and effective 
feature design and parameter settings.

It can be seen that the LSTM model used in this paper is feasible in the prediction of air quality index, and the 
prediction accuracy is high. However, due to the limitations of experimental equipment and data sources, there 
are still many areas for improvement. For example, in the future, the structure of the LSTM prediction model can 
be deeply developed, the parameter settings can be optimized, and the accuracy of the prediction results can be 
further improved. Furthermore, considering the correlation of air quality in different cities, data from multiple 
cities can be leveraged to facilitate collaborative prediction.Therefore, in the future research process, we will 
continue to conduct in-depth research in this area to break through the limitations of the article.
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