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Abstract. In this paper, we propose a time sequential IC3D convolutional neural network approach for hand 
gesture recognition based on frequency modulated continuous wave (FMCW) radar. Firstly, the FMCW radar 
is used to collect the echoes of human hand gestures. A two-dimensional fast Fourier transform calculates the 
range and velocity information of hand gestures in each frame signal to construct the Range-Doppler heat map 
dataset of hand gestures. Then, we design an IC3D network for feature extraction and classification of the 
dynamic gesture heat map. Finally, the experiment results show that the gesture recognition system designed 
in this paper effectively solves the problems of the difficulty of human gesture feature extraction and low 
utilization of time series information, and the average recognition accuracy rate can reach more than 99.8%.
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1   Introduction

With the advent of the era of artificial intelligence, human gesture recognition is attracting increasing attention 
due to its various applications, such as intelligent human-computer interactions [1], smart security [2], assisted 
driving [3], entertainment [4], smart home [5-6], competent medical care [7-8], and patient health monitoring [9]. 
Various human gesture recognition methods have been proposed, mainly classified as wearable and non-contact 
sensors.

In wearable sensors like those presented in [10], a three-axis accelerometer, a strong magnetometer, and a gy-
roscope are connected and worn on the wrist for human gesture recognition. This gesture recognition method can 
obtain real-time information about human gestures accurately and quickly; however, these sensors are expensive, 
cumbersome, and quickly forgotten, leading to information loss.

Human gesture detection using non-contact sensors divide into vision-based gesture recognition, infrared 
sensor-based gesture recognition, ultrasonic wave-based gesture recognition, and electromagnetic signal-based 
gesture recognition. Human gesture recognition based on visual sensors [11-13] does not require the user to wear 
heavy sensors, and it can quickly achieve human-computer interaction. However, it requires a high-resolution 
camera and specific working environment requirements. Furthermore, with the widespread use of the Internet, 
the public is increasingly aware of privacy protection; thus, using the mobile phone camera as a terminal sensor 
for motion recognition inevitably brings forth hidden dangers of privacy violation, limiting the implementation 
of this method. Infrared sensor-based gesture recognition does not recognize the infrared light emitted by the 
human hand. However, it uses a controlled intensity built-in infrared LED light source to illuminate the human 
hand and then recognizes the gesture by the infrared light reflected from the human hand. When an obstacle is in 
front of the sensor, the collected information is inaccurate, considerably influencing the recognition performance. 
Human gesture recognition based on wireless signal sensors most uses WIFI signals, such as in [14-16], which 
are low-cost and highly popular. These can achieve good gesture recognition in the case of poor light and do not 
harm user privacy; however, in this case, the multipath effect occurs when receiving the signal, which influences 
the accurate estimation of parameters.

Compared with sensors based on vision and kinematics, radar as a sensor for human gesture recognition has 
many advantages. It does not have specific requirements for the working environment, can be used in all weath-
ers, will not harm personal privacy, and can realize recognition through walls. 

With the development of monolithic microwave integrated circuit (MMIC) technology, millimeter-wave ra-
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dar modules are also widely used in the market due to their high integration, low cost, low power consumption, 
and millimeter-wave radar-based gesture recognition methods are gradually becoming popular for research in 
academia and industry. For example, Google proposed various gesture recognition methods based on Soli ra-
dar [17-20], and Texas Instruments (TI) introduced a commercial product of radar that can be used for gesture 
recognition [21]. However, radar-based gesture recognition faces many challenges: 1) The acquisition of radar 
gesture data is difficult and time-consuming. It is essential to study models that use a small number of samples 
to solve the gesture recognition problem. 2) When the system receives an unprocessed radar data stream, the 
gesture should be detected and classified simultaneously to avoid a significant lag between gesture and classi-
fication in implementing gesture recognition. 3) Currently, most radar-based gesture recognition models focus 
on feature extraction and classification of two-dimensional feature images, applying the feature extraction algo-
rithm to each gesture frame independently, ignoring the consistency information between frames. Moreover, the 
Doppler-time heat map lacks range information, and the range-Doppler heat map ignores the temporal continuity 
information between frames. Both temporal and spatial information is essential for human gesture recognition.4) 
To overcome the challenges posed by inter-frame information of gestures, several algorithms for gesture feature 
extraction have been proposed successively. For example, the multichannel architecture [22] uses multiple inde-
pendent convolutional neural networks to extract gesture features. However, this approach achieves high perfor-
mance at the cost of complexity. Then, a temporal 3DCNN network [23] is designed to process the sequenced 
2D images emphasizing their temporal relation. However, due to the high requirements of gesture recognition on 
classification network complexity and computational speed, it is crucial to design a generic, compact, efficient, 
and lightweight network architecture.

To solve the above problem, we propose an improved C3D network to address the FMCW millimeter wave 
radar-based gesture recognition problem. The main contributions of this paper are as follows.

1) IC3D network: we propose a new IC3D network (improved 3D convolutional neural network, IC3D) for 
feature extraction of dynamic gesture heat map in response to a large number of network parameters of the origi-
nal C3D convolutional neural network [24] and the problem of improving the gesture recognition rate while com-
pressing the network parameters. We reduce the number of parameters in the convolutional and fully connected 
layers, replace the original ReLU activation function with a smoother Mish activation function, and replace the 
traditional SGD algorithm with an Adam optimization algorithm with more stable parameter variations. Finally, 
the extracted gesture features are spliced and classified in the softmax layer.

2) Gesture collection and processing: The FMCW radar is used to collect human hand gestures. A two-di-
mensional fast Fourier transform calculates hand gestures’ range and velocity information based on the IF signal 
frequency. The Range-Doppler heat map is generated according to the relationship between range, speed, and the 
frequency of the IF signal. Finally, we use a multi-frame distance Doppler heat map time series to represent each 
gesture. The hand gesture data are repeatedly collected and processed to generate a dataset.

3) Experimental validation: We repeatedly collected seven gestures, 200 times each, and divided the data set 
into training and validation sets in the ratio of 7:3 to validate the effectiveness of the proposed IC3D network and 
discussed the effect of network parameters on the model. The experimental results show that the average recogni-
tion accuracy of the proposed IC3D for each gesture is 99.8%, the computational delay is less than 40 ms, and it 
has good generalization ability.

The remaining sections of this paper are organized as follows. In Section II, we discuss the related works. 
Section III introduces the composition of our human gesture recognition system using FMCW radar. Section IV 
is devoted to pre-processing the baseband signal and generating RDIs. Section V describes the architecture of 
our proposed IC3D convolutional neural network. Section Ⅵ, we perform a parametric optimization of IC3D, 
demonstrate our results through many experiments, and compare them with other state-of-the-art models. Finally, 
section Ⅶ gives the conclusions, limitations of the work, and future work.

2   Related Work

The existing radar sensor-based gesture recognition methods mainly include gesture signal pre-processing, fea-
ture extraction, and classification of gestures. This section describes the related works on radar sensor-based ges-
ture recognition.
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2.1   Gesture Signal Preprocessing

Radar gesture signal preprocessing is mainly to preprocess the received radar gesture echoes, remove the back-
ground noise and other interference information from the radar echoes except dynamic gesture information, 
and extract the practical gesture information. The standard gesture signal preprocessing method is the classical 
Fourier transform and its derivative algorithm.

Kim et al. [25] obtained the micro-Doppler spectrum of the gesture signal by STFT analysis. They then used 
the micro-Doppler spectrum image as an input to study the recognition of the measured ten gestures using con-
volutional neural networks. Although the idea of short-time Fourier transform localization has achieved some 
achievements in gesture information preprocessing, the fixed invariance of the sliding window function and 
poor adaptivity drawbacks still exist. Given this, Khaled’s team at Carnegie Mellon University [26] used the re-
ceived signal strength indication information (RSSI) to identify dynamic gestures by wavelet transforming the 
rising edge, falling edge, and pulse features of the gesture signal, making the gesture recognition system with 
better adaptivity. LeiWentai [27] et al. used a two-dimensional FFT method with a window function to obtain the 
RDM, designed an improved wavelet threshold function to remove the noise in the RDM, and used a CA-CFAR 
detector to suppress the clutter, which better removed the noise and clutter from the gesture radar signal. The 
experimental results show that the method can better remove the noise and suppress the clutter, which reduces 
the difficulty of subsequent recognition and helps to identify different hand gestures better. Dekker [28] et al. 
processed the one-dimensional gesture signal as a Doppler-time spectrum and used the real and imaginary parts 
of this spectrum as the input to a convolutional neural network, which in turn accomplished the classification and 
recognition of gestures.

In this paper, the FMCW millimeter wave radar sensor is used to receive the gesture data, and the distance and 
velocity of the gesture in each frame of the signal are calculated by a two-dimensional fast Fourier to transform 
to generate a distance-Doppler map for subsequent feature extraction as well as classification recognition.

2.2   Gesture Feature Extraction and Classification Recognition Algorithm

After pre-processing, the gesture radar data includes not only human gesture information but also other redun-
dant information, which will increase the difficulty of model recognition and classification and reduce the accura-
cy and speed of recognition, so the means of feature extraction is taken to remove the redundant information.

Currently, the more mainstream classification recognition algorithms mainly include radar gesture recognition 
based on template matching, radar gesture recognition based on statistical learning, and radar gesture recognition 
based on deep learning.

A  Template Matching Based Radar Gesture Recognition Algorithm.  Dynamic time warping (DTW) [29-
31] is currently the most common template matching algorithm for radar gesture recognition. A reference tem-
plate set needs to be constructed first when using DTW to process radar data. The gesture data with the slightest 
difference is calculated as the output result by comparing the similarity between the test data and the reference 
template. However, the DTW algorithm also has limitations such as high computational complexity and poor 
stability. Especially in the case of more complex gesture movements and many training samples, the recognition 
rate will be significantly reduced. Therefore, the focus of gesture feature extraction and classification recognition 
algorithms has been put on machine learning and deep learning algorithms.

B  Statistical Learning-based Radar Gesture Recognition Algorithm.  Statistical machine learning algorithms 
construct models for known data to predict and analyze unknown data. Hidden Markov model (HMM), etc.

Liu Zhao et al. [32] used a segmented FFT algorithm to transform radar gesture echoes into two-dimension-
al images characterizing gesture features and joint SVM to train and classify two-dimensional gesture feature 
quantities, and its accuracy rate reached 90.25%. Although SVM can effectively solve the small-sample, high-di-
mensional, nonlinear problem, it is less efficient when the number of training samples is large. Sun et al. [33] ex-
tracted the micro-Doppler information of five gestures using 77 GHz FMCW radar. Finally, a KNN classifier was 
used to classify and recognize these five features, and after experiments, it was shown that the proposed model 
could guarantee a high recognition accuracy. Although the KNN algorithm is simple and easy to understand, it 
requires a large amount of space storage and has high time complexity.

Although the statistical machine learning-based algorithm can effectively improve the recognition accuracy, 
the computation is too large in algorithm execution, which significantly limits the recognition speed.
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C  Deep Learning-based Radar Gesture Recognition Algorithm.  Deep learning is an essential branch of ma-
chine learning, and its effectiveness in image recognition far exceeds that of previous related technologies. The 
main algorithms currently applied to radar gesture recognition are recurrent neural networks (RNN) and convolu-
tional neural networks (CNN).

A recurrent neural network (RNN) is a class of neural networks with short-term memory capability. J. Choi  
[34] successfully recognized ten gestures with 98.48% accuracy using long short-term memory (LSTM) network. 
However, this method performs best on small data sets, and the computational efficiency decreases significantly 
for a more significant number of training samples.

CNN has shown a more significant advantage in radar gesture recognition due to its automatic feature ex-
traction and weight-sharing advantages. Karpathy et al. [35] fused the features of each image frame of the gesture 
and then used CNN to classify the fused gesture features. However, using CNN to extract radar gesture features is 
not only data-demanding and computationally expensive. Also, the 2D CNN cannot be directly used for 3D data 
analysis to extract temporal consistency information between frames, making this gesture frames irrelevant to 
static images. Ji et al. [36] addressed the inability of CNN to extract temporal information of motion, added tem-
poral dimension to the original structure, and proposed 3DCNN for motion recognition. Such a 3D-CNN struc-
ture is widely used in various types of behavior recognition. Guiyuan Zhang et al. [37] constructed a 3D-CNN 
deep neural network to recognize and classify the distance Doppler heat map of hand gestures and experimental-
ly demonstrated that the network achieved 95% accuracy for six common hand gestures. Zhenyuan Zhang et al. 
[38] combined the distance Doppler information and distance-angle information through a dual-stream recurrent 
three-dimensional convolutional neural network (R3DCNN) for extraction and fusion and finally achieved a high 
recognition rate. However, in this scheme, the recognition and classification accuracy of gestures is reduced after 
the fusion of distance and angle parameters with Doppler parameters for features. The multi-branch structure and 
complex learning process increase the complexity of the network and reduce the computational speed.

3   Composition of the Gesture Recognition System

The proposed human gesture recognition system based on FMCW millimeter-wave radar comprises a personal 
computer (PC) and millimeter-wave radar, forming a non-contact sensing device. The system is shown in Fig. 
1. It includes a collection of human gestures, time-frequency analyses of radar echoes, and gesture feature ex-
traction. Further, we design a 3D CNN to recognize time-series heat maps. The 3D CNN is installed on the PC 
and can detect human gestures of the test objects in real time after data training.
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Fig. 1. Human gesture recognition system
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4   Principle Analysis of FMCW Millimeter-wave Radar

4.1   Radar Signal Preprocessing

In the FMCW millimeter-wave radar, the modulation methods typically comprise triangular and sawtooth waves. 
Herein, the millimeter-wave radar adopted the commonly uses sawtooth wave modulation. After the transmit-
ted signal of the radar encounters the target, it is reflected and reached the receiving antenna after a time delay 
expressed as ∆td . The transmitted signal is combined with the echo signal to obtain an intermediate frequency 
(IF) signal with a constant frequency. Fig. 2 shows the working principle of the FMCW millimeter-wave radar; 
B indicates signal bandwidth, fc indicates the carrier’s center frequency, Tc indicates the chirp pulse width, and S 
indicates the slope of the chirp. The frequency of the transmitted signal increases linearly with time τ , which is 
given as fT (τ) = S ● τ , S = B / Tc . AT and AR represent the amplitudes of the transmitted and received signals.

Mixer

TX

RX

Amplifier

Amplifier IF signal

Fig. 2. Schematic representation of the working principle of the radar

The chirp signal transmitted by FMCW radar is expressed using Eq. (1): 

0
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The signal is reflected when it encounters the target and is received by the receiving antenna. The received 
signal is expressed using Eq. (2):
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Fig. 3 illustrates the principle of IF signal generation.
The distance and velocity of the target is determined via time-frequency analysis on the IF signal.
The frequency of the IF signal generated by the target is different at different distances. The distance to the 

target is calculated by analyzing and calculating the frequency fB (∆td) of the IF signal. FFT is used on the IF time 
domain signal to determine the amplitude corresponding to different frequencies, and the distance to the target is 
calculated using Eq. (4):

( )
( )

2
c B d

d
c T f t

R t
B
∆

∆ =
   .                                                               (4)

Where c is the speed of light, Tc is the pulse width and duration, and fB (∆td) is the frequency of the IF signal at 
this moment.

The velocity of the target is estimated according to the accumulation of multiple pulse sweeps. Different 
sweep pulse signals at the same distance have different phases. The relationship between the phase difference and 
velocity between two sweep pulses is given using Eq. (5). Where ∆w is the phase difference.

4 c

wv
T

λ
π
∆

=  .                                                                          (5)

4.2   Radar Parameter Settings

Herein, we use IWR1642BOOST and DCA1000EVM millimeter-wave radars from Texas Instruments to collect 
the echo data of human gestures. IWR1642BOOST operates in the 76–81 GHz frequency band with continuous 
chirps up to 4 GHz. It is a monolithic implementation comprising a 2TX-4RX system with a built-in PLL, a dig-
ital-to-analog converter, and a DSP subsystem. The proposed human gesture recognition system adopts the 1TX-
1RX antenna mode. Fig. 4 illustrates the chirp signal transmitted by IWR1642BOOST.
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Ramp End Time
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Fig. 4. Chirp signal waveform



7

Journal of Computers Vol. 34 No. 3, June 2023

In the radar parameter setting, to ensure the integrity of human gesture radar information extraction, it is nec-
essary to consider the range resolution, Rres , velocity resolution, vres , and the maximum measurable velocity vmax . 
These parameters are expressed using Eqs. (6)–(8), where Nc is the number of chirps transmitted in one frame:

2res
cR
B

=  .                                                                         (6)

max 4 c

v
T
λ

=  .                                                                        (7)

2res
c c

v
N T
λ

=  .                                                                      (8)

As shown in these equations, the bandwidth of the radar signal should be sufficiently large to have a small 
range resolution. The speed resolution depends on the frame period, which should satisfy the tiny gestures that 
can be collected. In the parameter setting of sampling time, it should be taken into account that a short sampling 
time will lead to inaccurate human gesture collection, and a very long sampling time will lead to redundant in-
formation in addition to gesture information. The complete gesture action echo collected by radar is divided into 
eight frames to get the radar data time series of human gestures. Table 1 presents the parameter settings of the 
chirp. Table 2 presents the data sampling parameter settings.

Table 1. Chirp parameter settings

Parameter Value
Start frequency (GHz) 77.000

Frequency slope (MHz/μs) 49.970
Idle time (μs) 20.00

ADC start time (μs) 6.00
Ramp end time (μs) 80.00

RX gain (dB) 30

Table 2. Sampling parameter settings

Parameter Value
ADC samples 256

Sample rate (ksps) 10000
Number of chirps every frame 128

Periodicity (ms) 112
Number of frames 8

4.3  Principle of Gesture Imaging

The millimeter-wave radar measures the distance by detecting the IF frequency and the velocity by detecting the 
Doppler frequency shift of the measured target. The binary echo data collected by the radar arrange in a two-di-
mensional matrix shown in Fig. 5. As described in Table 2, there are 128 chirp signals in one frame, and the num-
ber of ADC sampling points for each chirp signal is 256. The dimension of the radar data matrix for one frame is 
thus 256×128.
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Fig. 5. Radar data matrix

The 256 ADC samples of each chirp process with a windowed FFT called distance dimension FFT. Then, an-
other FFT performs on the result of distance dimension FFT in the chirp dimension, called velocity dimension 
FFT. Then a distance-Doppler heat map of one data frame is obtained, as shown in Fig. 6. 
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Fig. 6. The range-Doppler heat map of one frame

The 8-frame distance-Doppler heat maps of a sweeping hand gesture is obtained by frame-by-frame pro-
cessing; Table 3 shows the 8-frame heat map of a hand wave. The horizontal coordinate is the distance, and the 
vertical coordinate is the velocity. In this study, the person in front of the radar is also taken into account. The 
distance-invariant horizontal line is considered in the distance-Doppler heat map, where the upper part of the 
horizontal line is the negative motion velocity characteristic toward the radar, and the lower part of the horizontal 
line is the positive motion velocity characteristic backward from the radar.

Table 3. The range-Doppler heat map sequence of waving
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5   Convolutional Neural Network

5.1   C3D Convolutional Neural Network

In 2010, to overcome the inability of two-dimensional neural networks for the time-series information of motion 
extraction, Ji et al. added the time dimension to the original structure and proposed 3DCNN for motion recogni-
tion. In 2015, Du et al. [24] improved the existing 3D CNN and proposed the C3D CNN. The original C3D CNN 
is presented in Fig. 7; the network comprises eight convolutional layers, five pooling layers, two fully connected 
layers, and one softmax classification layer. The number of convolution kernels in each layer was “64”, “128”, 
“256, 256”, “512, 512”, and “512, 512”. Appropriate padding was set in space and time dimensions, and the 
stride was set to one. Based on the results of several experiments, a 3×3×3 convolution kernel was considered 
optimal. All pooling layers used the maximum pooling method. The kernel size of the first layer of the pooling 
layer was 1×2×2, and the stride was 1×2×2, where one means depth. The kernel size and stride of the remaining 
maximum pooling layers were 2×2×2 each. 
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Fig. 7. Structure and size of the original C3D CNN

5.2   IC3D Convolutional Neural Network

Owing to the large number of parameters of the original C3D CNN, it is necessary to further improve the rec-
ognition rate of human gestures in the radar data set while decreasing the number of network parameters. The 
improvement strategies are as follows, (1) first, the number of convolution and pooling layers is reduced; (2) 
then, the number of input parameters is decreased so that the original input decreased from 16 frames of 112×112 
images to 8 frames of 40×40; (3) in order to reduce the network parameters and to solve the problem that the sto-
chastic gradient descent (SGD) optimization algorithm tends to introduce more random noise, another improved 
gradient descent algorithm, the Adam algorithm, is used in this paper; (4)The ReLU activation function causes 
“necrosis” of neurons, and eventually, the corresponding parameters are never updated. We optimize the ReLU 
activation function to a smoother Mish activation function.

A  Structure of the IC3D CNN.  In this study, the input size of the network is 12×3×8×40×40, which can be 
written in the general form as in in in inN C D H W× × × × , where N  is the batch size, inD  is the number of input 

frames, and inC , inH , and inW  are the number of channels, height, and width, respectively, of the input image. 
The formula for convolution is expressed using Eq. (9):

2 1H padding kernelsizeH
stride

+ × −
= +  .                                             (9)

The final network architecture comprises three convolutional layers, three pooling layers, two fully connected 
layers, and one softmax layer. The kernel size of the convolution is 3×3×3 in all cases, and the stride is 1×1×1. 
To not prematurely reduce the length in the time dimension, the first pooling layer has its size and step size set to 
1×2×2. It ensures that the images’ input and output sizes before and after convolution are the same. The kernel 
size of the pooling layer in the second layer and the stride are 2×2×2. The kernel size and stride of the third pool-
ing layer are both 4×4×4. Table 4 presents the network structure.

B  Optimization Algorithm.  In the original network, SGD is used as the optimization algorithm. SGD random-
ly optimizes the loss function on a certain piece of training data in each round of iteration, and it increases the 
parameter update speed of each round; however, it also introduces random noise, decreasing the training accu-



10

Human Gesture Recognition Based on Millimeter-Wave Radar Using Improved C3D Convolutional Neural Network 

racy and possibly converging to a local optimum. To mitigate the above problems, in this study, the Adam algo-
rithm [39] is adopted, which is an improved SGD method. The Adam algorithm combines the advantages of the 
AdaGrad and RMSProp algorithms, which can iteratively updates neural network weights based on training data.

Table 4. Structure of the IC3D CNN

Module Layer name Filter size Input size Input channels Output channels

Layer 1 Convolution-
pooling module

conv1
pool1

3×3×3
1×2×2 40×40 3 64

Layer 2 Convolution-
pooling module

conv2
pool2

3×3×3
2×2×2 20×20 64 128

Layer 3 Convolution-
pooling module

conv3
pool3

3×3×3
4×4×4 10×10 128 256

Layer 4 
Fully connected layer fc4 - 3×3 256 2304

Layer 5 
Fully connected layer fc5 - 2304×1 1 4096

Layer 6 
Softmax layer softmax - 4096×1 1 7

C  Activation Functions.  The activation function used in the original C3D network is the rectified linear unit 
(ReLU), which is simple to compute and solves the problem of gradient disappearance in the backpropagation 
process. However, ReLU does not adapt to large gradient inputs during training, which can cause some neurons 
to “die”, and the corresponding parameters cannot be updated. It is not derivable and smooth at the origin, thus 
leading to some unexpected problems during gradient optimization. Therefore, a new activation function, namely 
the Mish activation function, is used in this paper. This activation function does not have an upper bound, so it 
does not have a zero gradient due to saturation, which allows for better parameter updating. Thus, the recognition 
accuracy of the model can increase. The Mish activation function has a lower bound and a smaller weight in the 
negative half-axis to prevent neuron necrosis in the ReLU function. The Mish activation function is a smooth 
function with a better generalization ability and practical optimization ability of the results, which can improve 
the quality of the results. Fig. 8 shows the image of Mish’s function.

Fig. 8. Mish activation functions
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6   Experimental Verification and Comparative Analysis

6.1   Dataset Construction

During the experiments, seven types of gestures are considered: still, push, pull, wave, circle, cross, and tick. 
Data of a single action contained eight distance-Doppler heat maps, and each action was collected 200 times, 
making a total of 1400 samples. We got six people to collect the data to improve the generalizability of the data. 
Moreover, we use the different test backgrounds when the data are collected, and some static objects are placed 
around as a distraction. Fig. 9 shows images of IWR1642BOOST during the experiment.

                                               (a) IWR1642BOOST                     (b) DCA1000EVM data acquisition kit

Fig. 9. Radar platform used for experiments

The IWR1642BOOST device supports a 77–81 GHz maximum frequency modulation bandwidth of 4 GHz; 
the horizontal radar field of view is set to ±60°, and the elevation field of view is set to 22°. The radar erection 
height is set to one meter to achieve sufficient detection area. Fig. 10 presents the experimental setup.

Fig. 10. Experimental setup
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Table 5 shows the captured 8-frame range-Doppler time-series heat maps for seven types of gestures.

Table 5. Range-Doppler heat map sequence

Gesture 8-Frame range-Doppler time-series heat maps

Cross

Tick

Circle

Wave

Still

Pull

Push

6.2   Parameter Optimization

A  Impact of the Training to Testing Dataset Ratio.  We conducted experiments using diff erent training to 
test dataset ratios, with the ratios set to 3:7, 5:5, and 7:3. Fig. 11 gives the results of accuracy varying with the 
number of the epoch. From the fi gure, we can see that IC3D has a poor fi tting ability of the network, and the rec-
ognition accuracy decreases due to the small training dataset. When increasing the ratio of the training set to 7:3, 
the network generalization ability of IC3D is higher, and the recognition accuracy is also higher. In the following 
experiments, we conduct experiments with the ratio of 7:3.
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Fig. 11. Accuracy of different dataset proportions

B  Impact of Learning Rate.  Learning rate is an essential hyperparameter in deep learning; it determines 
whether the target can converge and when it converges to the minimum value. For a very high learning rate, the 
magnitude of the parameter update will be significant, which would fail to connect and increase the error. For a 
minimum learning rate, the error convergence speed will be plodding, which would lead to a local minimum and 
failure to obtain an ideal network model. Herein, different learning rates, namely, 0.001, 0.003, 0.009, 0.0001, 
0.0003, and 0.0009, are selected for comparison. Fig. 12 presents the accuracy curve on the validation set with-
out a learning rate.

C  Impact of Fully Connected Layer.  The size of the fully connected layer is also crucial for training the 
model. In a CNN, a fully connected layer plays the role of a “classifier.” A weighted summation performs on the 
features of the previous layer, and the feature space is mapped to the sample label space through a linear trans-
formation. A single fully connected layer has many neurons, which may easily cause overfitting, increase the 
operation time, and decrease efficiency. However, if the size of the fully connected layer is too small, it isn’t easy 
to effectively fit the ideal model. In this study, the layer size of fc4 is set to 2304 and 4096, and that of fc5 is set 
to 2304, 4096, and 8192. Fig. 13 presents the experimental results.

Fig. 12 shows that the training accuracy is the highest with an initial learning rate of 0.003. Fig. 13 shows that 
for a constant width of the fc5 layer, a smaller width for fc4 led to better accuracy. For a constant width of the 
fc4 layer, training accuracy increases with increasing width of the fc5 layer. Thus, selecting an optimal large-
size fully connected layer can enhance the fitting ability of the network. For fc5 layer sizes of 4096 and 8192, the 
training accuracies are slightly similar; thus, the sizes of the fully connected layer in this paper are selected as fc4 
(2304, 2304) and fc5 (2304, 4096). By testing different learning rates and different fully connected layer sizes, 
the accuracy of the optimal combined structure and the loss are shown in Fig. 14 and Fig. 15.

     

                           Fig. 12. Different learning rates                                  Fig. 13. Different fully connected layer widths   
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            Fig. 14. The training accuracy curve of the network                  Fig. 15. The training error curve of the network

6.3   Performance Comparison with Different Radar-Based Approaches

To further verify the effectiveness of the IC3D network, we select some behavioral recognition deep learning 
networks for comparison: Dual-channel CNN [40], RDA-T [41], VGGNet [42], LRACN [19], 3DCNN+LSTM, 
CNN+LSTM [43], C3D. CNN uses five layers of convolutional networks; the convolutional kernel size is 3x3. 
The number of CNN kernels in each layer is 64, 128, 256, 512, and 512, respectively. 3DCNN and C3D kernels 
are set to 3x3x3, the number of training epochs is set to 100, and the initial learning rate is set to 0.003.

We compared IC3D with other gesture recognition methods regarding action type, data volume, time com-
plexity, space complexity, number of iterations, and accuracy. Table 6 shows the comparison results.

Table 6. Comparing the results of different models

Network structure Action 
type

Amount of 
data

Accuracy 
(%)

Capture 
frames

Time complexity
(109 FLOPs)

Space complexity (106 
byte)

Dual-channel CNN 7 2240 99 - 2.01 22.4

RDA-T 6 5600 95.3 32 2.11 89.6

VGGNet 8 1400 96.32 8 15.5 136

LRACN 5 2000 93.75 100 0.87 -

CNN+LSTM 8 1200 94.75 100 2.15 -

3DCNN+LSTM 8 - 97.17 32 30.83 -

C3D 7 1400 98.25 16 34.75 90.4

Proposed method

2 400 100

8 1.15 85.95 1000 99.92

7 1400 99.8
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The proposed IC3D method requires only approximately 350 iterations to converge. In comparison, other 
network require >500 iterations to converge owing to their complex network structures, numerous network pa-
rameters, and a large amount of data. Compared with the traditional spectral input network model (dual-channel 
CNN), the proposed C3D model has approximately 42.78% lower time complexity. Compared with RDA-T, the 
proposed model has more downtime and space complexity. Compared with the traditional VGGNet, the proposed 
model reduces the time complexity to 1/10 and the space complexity to 3/5. Compared with LRACN, the pro-
posed model has a 6.05% higher accuracy; however, it also has higher time complexity. In this study, two, five, 
and seven types of gestures are trained and recognized, and high recognition accuracies are obtained. The com-
parison shows that the proposed model has better generalizability for multitype action detection. The processing 
time of a single sample is ms , providing theoretical insights for real-time gesture recognition applications.

After the model training process is completed, the test dataset is input to each network for gesture recogni-
tion. Fig. 16 shows the recognition accuracy of each gesture on our self-built dataset. The figure shows that the 
VGGNet, 3D-CNN, and C3D networks are slower to fit due to their more complex structures, but the final recog-
nition accuracy is higher than that of the RDA-T, LRACH, and CNN+LSTM models. The IC3D model network 
is faster to fit due to its simple structure and higher recognition accuracy than the other networks.

Fig. 16. Training process comparison of each networks.

To verify the online recognition capability of IC3D, 700 groups of data that are not used for training are se-
lected for evaluation. The gesture classification results and the confusion matrix are presented in Fig. 17.

Fig. 17. Gesture classification confusion matrix
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The confusion matrix shows cross, tick, and circle have strong coupling. Due to similar movement speeds, 
their features are not evident and are challenging to identify. Waving, pushing, pulling, and standing have a rela-
tively small misjudgment due to apparent differences in motion characteristics.

7   Conclusion and Future Work 

In this study, a dynamic human gesture recognition method based on millimeter-wave radar is proposed; it works 
effectively in cases of privacy protection and in dark environments. An improved C3D convolutional neural 
network is proposed for the dynamic sequence characteristics of human hand gestures. We performed parameter 
optimization through several experiments, which better solved the problem of many parameters of the original 
network, reduced the phenomenon of overfitting of the neural network, and increased the generalization ability 
of the neural network. A radar data set of human gestures is established, and the neural network is trained using 
this data set and evaluated using the validation set, achieving high accuracy of 99.8%. Thus, the proposed human 
gesture recognition system can improve detection accuracy, reduce computational delay, and have good gesture 
detection generalizability.

The experimental scenario of the current study is relatively homogeneous compared to the actual complex 
application environment. There are few interfering objects for gesture detection using millimeter wave radar. 
The background environment is ideal. In future work, we plan to add more complex experimental scenarios or 
artificially add interference information that can be used to train a general and more robust learning model. To 
ensure that the gesture recognition system can maintain a high recognition speed and accuracy in complex envi-
ronments.
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