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Abstract. In this paper, we propose an algorithm model PearlNet and the corresponding detection dataset 
for freshwater pearls detection, to increase the Degree of Automation and improve the efficiency of existing 
detection methods based on pearl colors and shapes. PearlNet based on CenterNet. According to the charac-
teristics of the small target of freshwater pearls, the minimum size module of the network is deleted, and the 
attention mechanism is added at the same time, ignoring the irrelevant background information and focusing 
on the pearl feature information, which improves the accuracy of recognition. In the transport convolution 
process, the image quality effect caused by upsampling is reduced by data fusion. The experimental results 
proved that the PearlNet has a recognition accuracy of 98.4%, which is 15.43%, 9.05% and 5.2% higher than 
that of CenterNet, Yolo V3 and SSD. PearlNet can accurately identify the color and shape of pearls, which 
provides a reference for freshwater pearl identification and detection.
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1   Introduction

Freshwater pearls are deeply loved by consumers in the international market because they have gentle feelings 
different from other gemstones [1]. The cultivated freshwater pearls contain different colors and shapes that need 
to be sorted. Accurate identification of the color and shape of pearls can provide effective information for pearl 
sorting. Due to the current situation, the sorting of pearls mainly relies on manual sorting. The traditional manual 
sorting is costly, time-consuming, and inefficient, the accuracy of pear sorting is also easily affected by the level 
and status of inspectors, which limits the development of the freshwater pearl industry to a certain extent.

Due to the influence of geographical location and historical reasons, the cultivation of freshwater pearls is 
mostly in China, and China’s research on freshwater pearls is relatively advanced. Researchers usually use op-
tics or by analyzing different pearl image pixels to find the segmentation threshold, and furthermore adopt a 
manually selected threshold method for image segmentation to classify pearls. These methods all require high 
lighting conditions. Literature [2] by establishing the HSV model of pearls and extracted by Ostu Segmentation 
and the average value of H (Hue) and S (Saturation) according to the histogram of V (Value) weigh to distinguish 
the hierarchy. The method only distinguishes the pearl shape. Literature [3] proposes a method that assesses 
and quantifies each factor of the pearl quality by using optical measurement on pearl’s body color, interference 
color, glossiness assesses and quantifies. The accuracy of this method depends on the lighting conditions and 
the cost is high, so it is not suitable for industrial application. In recent years, object detection algorithms based 
on deep learning have become very popular. Literature [4] uses the generative adversarial network to expand 
pearl dataset, and then use convolutional neural network to train and classify pearls still has the problem of low 
accuracy.

In recent years, CenterNet algorithm in object detection has emerged. CenterNet does not rely on complex 
decoding strategy or heavy head design, it can surpass the popular real-time detector, and has faster reasoning 
speed. Aiming at the task of freshwater pearls detection, PearlNet is proposed to improve CenterNet network, 
which fills the gap of freshwater pearls in target detection direction recognition [5]. The main contributions of 
this paper can be summarized as follows:

•We propose an algorithm model PearlNet for pearl detection, which is based on CenterNet. PearlNet has a 
recognition accuracy of 98.4%, which is 15.43%, 9.05% and 5.2% higher than that of CenterNet, Yolo V3 and 
SSD.
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•For the pearl detection task, this paper proposes a pearl-based object detection dataset, which fills the gap of 
object detection in the field of pearl detection.

•We propose a data fusion method to solve the problem of information in the deconvolution process and re-
duce the image quality impact caused by upsampling, The experimental results show that the method is effective.

2   Relative Work 

In recent years, object detection based on deep learning has attracted more and more attention due to its wide 
application and technological breakthroughs in recent years. This task has been extensively studied for both 
academic and real-world applications, such as surveillance security, autonomous driving, traffic monitoring, UAV 
scene analysis, and robot vision [6]. Literature [7] proposed R-CNN is the pioneering work of deep learning for 
object detection that Using CNN to perform feature extraction on the region of interest, which solves the problem 
of insufficient expressive capability of features in object detection, but there still remains problems such as infor-
mation loss and high computational cost. With the continuous development of deep learning and computer tech-
nology, many target algorithms based on deep learning such as FAST-RCNN [8], FASER-CNN [9], and YOLO 
[10] have been proposed. These algorithms are based on the Anchor Box algorithm, by creating a series of de-
tection boxes (anchor boxes) with different sizes and aspect ratios, and then applying classification or regression 
on the content of the anchor boxes. The experimental results showed that anchor box has many shortcomings, 
including lack of generalization ability, high training cost, redundant calculation, and poor abnormal object de-
tection ability. Aiming at the shortcomings of the anchor frame algorithm, anchor-free target detection algorithms 
have been proposed, for example CornerNet [11], CenterNet [12], etc. Literature [12] proposed the CenterNet 
(Object as Point) algorithm, which no longer needs to remove redundant borders. First, the algorithm adopts a 
keypoint-based idea to predict the center point of an object using a heatmap. Then, the idea of center prediction 
is adopted to predict the length and width of the bounding box, which is achieved by using the features obtained 
at the predicted center point. The application of this hybrid method obviates the need to use non-maximum sup-
pression NMS for removing redundant structures, and as a result, the calculation is more concise than the exist-
ing target detection algorithm.

CenterNet is widely used in agriculture and industry. Literature [13-14] improved CenterNet to detect 
pedestrians by adding attention mechanism and normalization processing and achieved good results. Literature 
[15] proposed a vehicle detection method based on CenterNet model in deep learning. The experimental results 
show that has a good detection effect for vehicles in actual scenes, and the network has certain robustness. 
Literature [16] proposed the application of CenterNet in weed identification and combined with traditional 
vision, which got the best results.

In view of the current freshwater pearl detection problem, this paper introduces the target detection algorithm-
-CenterNet for the first time, with high robustness. Traditional visual methods are difficult to be effective in 
actual sorting due to environmental factors, such as shadows, lighting and other conditions. The deep learning 
method has the advantage of not relying on the environment, and only needs enough data sets to solve the cost 
problems such as lighting and shadows. The effectiveness of the proposed method is also verified by the work in 
this paper, and the experimental results show that the accuracy is 98.4%.

3   Methods

For the pearl detection task, we designed a target detection network PearlNet based on CenterNet. The network 
model is mainly composed of three parts as shown in Fig. 1. A backbone with ResNet50 network structure which 
is used to extract image features through down-sampling convolution. The middle feature processing stage which 
the feature is up-sampled to obtain the high-resolution feature image through cubic transposed convolution.
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Fig. 1. PearlNet structure

3.1   Optimize the Backbone Feature Extraction Network

The backbone extraction network of PearlNet is based on ResNet50. The size of the Pearl dataset is concentrated 
at 720 960× . We changed the network input from the original to and reduced it by the undistorted resize ratio. 
The features extracted from the picture are more informative. The initial backbone network is changed from one 
convolution to two convolutions to extract features. 

The last layer of ResNet50 reduces the image to of the original, as shown in the red dotted box in (Fig. 1). 

The 1
32  pixel of the original pearl image cannot contain the full information of a pearl, which impacts the pearl 

shape detection, thus affecting the final detection result. Therefore, we delete the Bottleneck network in the last 
layer of resnet50, which not only reduces the parameters of the feature extraction network model but also in-
creases the integrity of the pearl shape feature.

3.2   SE (Squeeze-and-Excitation) Channel Attention Mechanism

The resnet50 optimized by PearlNet contains three bottleneck structures. The bottleneck structure is mainly com-
posed of a convolution stacking and residual addition. Features are extracted by 3 3×  convolution, and then the 
number of channels is adjusted by 1 1×  convolution. In the process of convolution stacking, we focus on spatial 
information fusion and ignore the fusion between channels. By adding SE module to each bottleneck structure, 
the model can automatically learn the importance of different channel features. The SE module compresses the 
feature map of h w c× ×  into 1 1 c× × , uses two fully connected layers to predict the importance of each channel, 
obtains the importance of different channels, and then weights the importance of each channel. operation, and 
finally multiply the learned activation value of each channel by the channel of the previous feature map.
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3.3  CBAM Attention Mechanism

The CBAM (Convolutional Block Attention Module) model combines the channel and Spatial information of 
the feature map, without changing the size of the feature map, makes the model having a stronger perception 
ability of target information and suppressing the interference caused by invalid information. As shown in Fig. 
2, the Channel Attention Module of CBAM uses maxpool and avgpool at the same time, goes through the MLP 
multilayer perceptron, uses the final results for two channels, and gets Channel attention consequences by using 
sigmoid function.

Fig. 2. Channel Attention Module in CBAM

As shown in Fig. 3, the Spatial Attention Module of CBAM reduces the dimension of the Channel Attention 
itself obtained by the channel, obtains the results of maxpool and avgpool respectively, splices the two results 
into a feature map, and then via convolution, the result after convolution by means sigmoid obtains the Spatial 
Attention result.

Fig. 3. Spatial Attention Module in CBAM
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3.4   Optimize the Transposed Convolution Network Structure

Transposed convolution enlarges the original image so that it can be displayed at a higher resolution, but it will 
affect the image quality during the transposed convolution process, which will affect our test results. In order to 
reduce the impact of image quality caused by transposed convolution, we changed the number of channels of 
transposed convolution three times, so that the channel numbers are the same as the initial convolution layer and 
the first two bottleneck extraction feature networks, and then adding the features and previous features together 
for normalization. 

3.5   Loss Function Setting

The loss function of PearlNet mainly refers to that of the CenterNet algorithm. PearlNet presents the target 
through the center point, and then regresses the target nature at the center point position so that the target de-
tection problem transforms into a key point estimation problem. PearlNet scatters keypoints onto the heatmap 
through the Gaussian distribution function of (eq.1): 
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Where
    Pσ = standard equation

    xp , yp = coordinates of the corresponding key points in the image

The heat map of PearlNet is the original 1
4 , so there is a bias of center point. During the training process, the 

width and height of the prediction frame and the bias in the center point need to be regressed at the same time. 
Therefore, the total loss of the PearlNet model prediction includes the loss of the heat map (eq.2), the bias loss of 
the center point (eq.3), and the loss of width and height of the target frame (eq.4), which is defined as: 
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Where
N = number of key points
α , β = hyperparameter

xycŶ = the Gaussian distribution function of (eq.1)

P = the true center point
ˆ

PKS = the network prediction width and height loss
R = the position of the figure subsampled

KS = the width and height of the detection frame
The total loss of PearlNet is the weighted sum of the loss of the heat map, the bias loss of the center point and 

the loss of the width and height of the target box, which is defined as:
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ALL K off off size sizeL L L Lλ λ= + + .                                                           (5)

Where
   offλ , sizeλ = the scale factor

4   Results and Discussion

4.1   Evaluation Indicators

Pearl’s test set will have four possible outcomes in Table 1 in PearlNet:

Table 1. The test set predicts

Prediction
1 0

True 1 TP (True Positive) FP (False Positive)
0 FN (False Negative) TN (True Negative )

Precision is calculated as the ratio of actual positive samples over the positive samples:

TPPrecision
TP FP

=
+

.                                                                 (6)

Recall predicts the ratio of the positive sample in the actual positive sample:

TPRecall
TP FN

=
+

.                                                                   (7)

To measure the quality of a model, a precision or a recall alone is not sufficient, as they are mutually exclu-
sive, usually with high precision corresponding to low recall, or low precision corresponding to high recall. 
Therefore, the AP is introduced to represent the area under the two curves of precision and recall, and mAP is the 
average of multiple categories of AP. Therefore, this paper chooses the mean precision as the measure.

4.2   Datasets

The current pearl recognition uses the traditional artificial threshold to identify the pearl color. The dataset ob-
tained this way puts high demand on lighting conditions. During the production process, a closed photo studio 
is built for image collection, which substantially increases the workload, and the resulting model usually applies 
only to this batch of pearls, with poor robustness. When applied to the identification link in large-scale industri-
al sorting, this method is very costly, and the lighting conditions are undoubtedly a huge challenge. The image 
collection based on the PearlNet target detection algorithm used in this paper can be applied on both sunny and 
cloudy days under the indoor lighting and natural light collection scenario. As can be seen in Fig. 4, the collected 
images have shadows, etc. which are in line with the actual conditions. 
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    Fig. 4. Pearl datasets

4.3   Training Process

The experimental hardware is a PC with 16GB memory and NVIDIA 2080ti GPU, the operating system is 
Ubuntu 18.04, and the algorithm model is programmed in python based on Pytorch deep learning framework. 
Some parameters are set as follows: the learning rate is 1*10-3, the momentum coefficient is 0.9, the weight decay 
coefficient is 0.0005, batch size is 8 and the number of iterations is set to 200. Fig. 5 shows the training loss func-
tions of PearlNet and CenterNet. PearlNet is more suitable for freshwater pearl detection, and the loss is easier to 
converge. Compared with CenterNet, PearlNet has lower training loss, easier convergence, and is more suitable 
for pearl detection.

Fig. 5. Network training loss comparison
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4.4   Experimental Results

The same dataset was used for training in the same batch on the CenterNet, Yolo V3 and SSD. The detection re-
sults are shown in Table 2, and compared with PearlNet. In terms of comprehensive index mAP, PearlNet’s mAP 
is 98.40%, which is 15.43%,9.05% and 5.2% higher than CenterNet, Yolo V3 and SSD, respectively. Compared 
with CenterNet results, PearlNet’s AP is much higher than CenterNet, in both color or shape recognition.

Table 2. Experimental results of pearl recognition with different object detection models

Label

Network

White 
AP/% Red AP/% Yellow 

AP/%
Green 
AP/%

Blue 
AP/%

Baroque 
AP/% mAP/% Time[a]

PearlNet 99.95% 99.75% 97.79% 97.79% 97.53% 99.77% 98.40% 32s
CenterNet 97.72% 77.25% 77.63% 71.40% 80.58% 93.20% 82.97% 20s
Yolo V3 99.99% 92.96% 99.15% 84.72% 90.64% 68.67% 82.97% 15s

SSD 99.26% 98.47% 98.58% 83.48% 89.92% 96.78% 93.92% 12s
[a] Time is the total detection time of the test set

Fig. 6 shows the detection results of the same image in different object detection models. As shown in Fig. 
6(a), although YOLO V3 has a fast detection speed, the pearls with white and yellow labels in YOLO V3 are not 
recognized, and there also exists the problem of retaining multiple recognition boxes after individual non-max-
imal suppression. As shown in Fig. 6(b) for the CenterNet algorithm, the recognition ability of special-shaped 
pearls is poor. As shown in Fig. 6(c) is only good at shape recognition. As shown in Fig. 6(d), PearlNet is accu-
rate in the prediction result, and the recognition of pearl shape and color is accurate. Compared with CenterNet 
and YOLO V3, the accuracy is further improved.

(a) Yolo V3
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(b) CenterNet

(c) SSD
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(d) PearlNet

Fig. 6. Pearls detection results for different models

4.5   Comparison of Ablation Results

To verify the effectiveness of the method proposed in this paper, “ablation studies” is used to compare the impact 
of different modules in the network on its performance.

Table 3. Ablation results

            Methods

Experiment

Optimize 
Backbone 
Network

SE Attention 
Mechanism

CBAM 
Attention 

Mechanism

Optimize 
Transposed 
Convolution

mAP/% Time[a]

1 × × × × 82.97% 20s
2 √ × × × 94.55% 23s
3 √ √ × × 94.96% 24s
4 √ √ √ × 95.65% 32s
5 √ √ √ √ 98.4% 32s

[a] Time is the total detection time of the test set

From the experimental results in Table 3, it can be seen that the influence of introducing different improve-
ment strategies on the detection effect has different degrees of improvement. Experiment 1 and Experiment 5 
are the experimental results of CenterNet and PearlNet, respectively. Experiment 2 only optimized the backbone 
feature extraction network, and the detection accuracy was also greatly improved. Since the input scale of the 
network is different, the detection time for the test set becomes more. Experiments 3 and 4 introduced different 
attention mechanisms, and the detection accuracy was improved to different degrees. Compared with experiment 
5, experiment 4 only introduces data fusion in the transport convolution process, which improves the accuracy.
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Fig. 7 shows the AP size of each category on the test set in the module ablation experiment. As can be seen 
from the Fig. 7(a) and Fig. 7(e), for freshwater pearl baroque, which AP of experiment 1 is only 71.40%, and the 
AP of Experiment 5 is 95.61%, compared with experiment 1, the AP detection accuracy of baroque has increased 
by 24.21%, and other categories have improved to varying degrees. PearlNet pays more attention to pearl shape 
and color features, which verifies the effectiveness of each module of the improved algorithm in this paper.

(a) mAP = 82.9652%

 

                                            (b) mAP = 94.5514%                                                          (c) mAP = 94.9587%

 

                                            (d)   mAP = 95.6455%                                                       (e) mAP = 98.4000%

Fig. 7. Accuracy of each category of ablation experiments
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5   Conclusion

In this paper, we propose an algorithm model PearlNet and the corresponding detection dataset for Freshwater 
pearl detection, to solve poor Degree of Automation and poor efficiency of the existing pearl color and shape de-
tection. PearlNet based on CenterNet. According to the characteristics of the small target of freshwater pearls, the 
minimum size module of the network is deleted, and the attention mechanism is added at the same time, ignoring 
the irrelevant background information and focusing on the pearl feature information, which improves the accura-
cy of recognition. In the transport convolution process, the image quality effect caused by upsampling is reduced 
by data fusion. Through comparative experiments and ablation experiments, the effectiveness of the algorithm is 
verified.

In future work, the model will be further improved, through techniques such as channel pruning and parameter 
quantity. The number of parameters will be reduced and the detection speed will be improved, so that it can be 
more applicable in industry. 
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