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Abstract. Emotion, as a high-level function of the human brain, has a great impact on people’s mental health. 
To fully consider EEG signals’ spatial information and time-frequency information, and realize human-
computer interaction better. This paper proposes an improved DenseNet emotion recognition model based 
on 3D feature map. By extracting the differential entropy features of the θ, α, β and γ frequency bands of 
the EEG signals, and combining the position mapping relationship of the EEG channel electrodes, a three-
dimensional feature map is constructed, and then the improved densely connected convolutional network 
(DenseNet) is used for secondary feature extraction and classification. To verify the effectiveness of this 
method, a classification experiment including positive, neutral and negative emotions is carried out on the 
SEED data set. The classification accuracy rates obtained in the single-subject experiment and the all-subject 
experiment are 98.51% and 98.68%, respectively. The experimental results show that the method of 3D 
feature map combined with feature reuse can get high-precision classification results, which provides a new 
direction for emotion recognition.
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1   Introduction

Emotion reflects people’s attitudes and responses to objective things. It is generally believed that it is a psy-
chological activity mediated by individual wishes and needs [1]. In recent years, problems such as fatigued 
driving and mental health have increasingly appeared in front of the public. Positive emotions can improve work 
efficiency and play a positive role in promoting human life and work, while negative emotions will lead to a 
decline in work efficiency. The long-term accumulated negative emotions are also a major source of depression 
flare-ups. Therefore, emotion recognition plays an important role in human life safety and mental health.

Emotion recognition is an interdisciplinary subject that integrates psychology, neuroscience, medicine and 
computer. At present, researchers from various countries have made some progress in the research of emotion 
recognition. From the analysis of data sources, the research on emotion recognition is mainly based on two 
aspects: non-physiological factors and physiological factors. Because people will deliberately conceal their 
emotions, it is impossible to effectively identify people’s true emotional states from external features based on 
non-physiological factors, while physiological signals are not camouflaged and are not easily affected by people’s 
subjective emotions. Common physiological signals include ECG, EEG, EMG, etc. EEG signals are widely used 
in emotion recognition due to their easy measurement and portable equipment. From the analysis of the use of 
classifiers, there are two methods: machine learning and deep learning. The machine learning method adopts the 
combination of manual feature extraction with support vector machine (SVM) [2], K-Nearest Neighbor (KNN), 
random forest [3], and other traditional machine learning methods. Among them, the EEG features used for 
emotion recognition mainly include Hjorth parameters [4], fractal dimension feature [5], differential entropy 
(DE) [6], power spectrum density, etc. Alazrai et al. [7] proposed a new feature extraction method based on time-
frequency analysis, combined the extracted features with SVM for classification research, and verified it with 
the internationally public DEAP [8] data set. The final accuracy is 86.20%. In addition to extracting features 
directly from the original signals, some researchers use signal decomposition methods to extract features from 
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the decomposed components, for example, Zhang et al. [9] used the method of empirical mode decomposition to 
extract the entropy features of samples and form feature vectors, which were used as the input of the SVM and 
verified by experiments on the DEAP data set, with an average accuracy of 93.20%. 

Due to the non-stationarity and non-linearity of EEG signals and the correlation between different channels 
and different frequency bands, the traditional machine learning methods can not effectively use the spatial and 
time-frequency information of EEG signals to further improve the accuracy of EEG emotion classification, while 
the deep learning method can make up for this defect. The deep learning method mainly adopts an end-to-end 
training method, which can automatically extract features and complete classification tests without relying on 
manual experience to complete feature extraction. With the in-depth development of deep learning, researchers at 
home and abroad have paid more attention to the research of deep learning methods, such as deep belief network 
(DBN) [10], convolution neural network (CNN) [11], long short-term memory (LSTM) [12] and other deep 
neural networks, which have achieved good results in EEG emotion recognition [13-15]. However, the influence 
of shallow features is often ignored when using deep learning, shallow features have higher resolution.

In the aforementioned studies, whether using machine learning classification methods or deep learning 
classification methods, most of them are based on the full frequency range of EEG signals. Studies in 
psychology and neuroscience have shown that the five classical rhythms (δ (1~3Hz), θ (4~7 Hz), α (8~13Hz), 
β (14~30Hz), and γ (31~50Hz)) of EEG signals are closely related to various physiological and psychological 
activities of human beings. However, only a few researchers have taken this feature into account in the research 
process. Among them, Koelstra et al. [8] extracted the power spectral density of five EEG rhythms for emotion 
classification and recognition. Xin Li et al. [16] first decomposed and reconstructed the emotional EEG signals to 
obtain four rhythm waves, then extracted wavelet energy, wavelet entropy, approximate entropy and Hurst index 
for the four rhythm waves, and finally used PCA algorithm to reduce its dimension and send the processed results 
to the SVM classifier to obtain emotion recognition results. Based on the existing research, this paper will take 
the influence degree of the classical frequency bands on the recognition results as one of the key points of this 
paper.

To sum up, there are two major aspects of the limitations of research process, the first is some researchers in 
the use of deep network failed to fully consider the features of shallow affect the performance of classification, 
followed by most researchers ignore the characteristics of EEG signal itself when extracting features, its classical 
frequency band and the spatial structure of EEG channel contain a lot of emotional information. To solve the 
above problems, this paper proposes a EEG emotion recognition method based on three-dimensional feature 
map and densely connected convolutional network (DenseNet) [17]. The main contributions of this paper can be 
summarized as follows:

(1) 3D feature map. Firstly, the position information between electrodes of the EEG channel is mapped into 
two dimensions, so that the relative position information between electrodes is preserved as much as possible, 
that is, the spatial information of the EEG signals. Then, the differential entropy features of the four rhythms 
(θ, α, β and γ) are extracted to form a three-dimensional feature map, which is used as the input of the neural 
network. 

(2) MSC-DenseNet. Combining the advantages of shallow feature reuse of the DenseNet network and multi-
scale convolution kernel, a deep learning network is constructed to classify and recognize positive, neutral, and 
negative emotional states.

2   Data Acquisition and Feature Extraction

2.1   SEED Data Set and Its Preprocessing

It doesn’t make much sense to compare the accuracy rate obtained by using different data sets. In this paper, 
the SJTU emotion EEG data set (SEED) [6, 14] provided by the Center for Brain-like Computing and Machine 
Intelligence (BCMI) of Shanghai Jiao Tong University is used to study the EEG emotion recognition including 
three emotions (positive, neutral and negative).

The SEED data set records the EEG signals on 62 channels. 15 movie clips (5 positives, 5 neutral, and 5 
negatives) are selected as emotion-evoking material in the data set. The detailed information of the 15 movie 
clips are shown in Table 1. Each movie clip maximally reflects the emotional states of the subjects. In order 
to avoid fatigue caused by excessively long clips, each movie clip is about 4 minutes long. Each subject is 
required to watch 15 movie clips in each experiment, including 7 males and 8 females, with a total of 15 subjects 
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participating. Three experiments are carried out, with an interval of about one week. A total of 45 groups (15×3) 
of EEG data are collected. 

In order to carry out subsequent recognition experiments, certain preprocessing of the data set is required. 
Firstly, the collected EEG signals are down-sampled, the original 1000 Hz EEG data are down-sampled to 200 
Hz, and then a 0-75 Hz band-pass filter is applied to perform denoise and de-artifact processing to obtain the 
preprocessed data set. In addition, in order to obtain enough data samples for deep learning training, each sample 
is segmented without overlapping using a 1s sliding window, so that each subject will get 3394 data samples for 
one experiment.

Table 1. Source information of movie clips

Number Label Source of film clip
1 negative Tangshan Earthquake
2 negative Back to 1942
3 positive Lost in Thailand
4 positive Flirting Scholar
5 positive Just Another Pandora’s Box
6 neutral World Heritage in China

2.2   Differential Entropy Feature Extraction and Feature Smoothing

In information theory, entropy is called information quantity, which is a measure of uncertainty. Today, the con-
cept of entropy is also used in the analysis of EEG signals, and its original calculation formula is as follows:
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In a fixed frequency band i , differential entropy can be defined as (3):

21( ) log(2 ).
2i ih X eπ σ=                                                                (3)

Where, ( )ih X  and 2
iσ  respectively represent the differential entropy and signal variance of the corresponding 

EEG signal in the frequency band i .
In order to explore the time-frequency information of EEG signals, this paper extracts the differential entropy 

features from the four rhythms, and uses the linear dynamic system (LDS) [18] to smooth the features, so as to 
filter out some information unrelated to emotion from the differential entropy features and reduce the presence of 
noise.

2.3   EEG Channel Electrode Mapping

Fig. 1 and Fig. 2 describe the electrode mapping process of the EEG channels and the conversion process from 
2D features to 3D features, respectively, and a 3D differential entropy feature map with a size of 9×9×4 can be 
obtained. Mapping the complex electrode position relationship in 3D space to a 2D map with a size of 9×9 to 
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simulate the relative position between electrodes, which provides convenience for convolution neural network to 
explore the spatial position relationship between channels, that is, to extract spatial information. In the 2D map 
of 9×9, the used EEG channels, i.e. the orange part, are filled with differential entropy features, and the unused 
EEG channels, i.e. the blue part, are filled with 0.

The EEG signals are first mapped to four rhythms (θ, α, β and γ), and then the differential entropy features 
corresponding to each frequency band are extracted respectively. The first step in Fig. 2 is to extract the 
differential entropy features of each frequency band. The second step is to construct a 2D feature map according 
to the mapping principle in Fig. 1. Finally, the 3D feature map is formed by stacking the 2D feature maps of 
the four frequency bands. This 3D feature map fully integrates the spatial information and time-frequency 
information of the EEG signals, which lays a solid foundation for the subsequent use of deep learning for 
secondary feature extraction and better emotion classification.
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3   Methods and Models

CNN is one of the important representative algorithms of deep learning, which has been widely used in image 
recognition and classification [19]. Due to its mature performance in image recognition and classification, many 
researchers have applied CNN to the research field of emotion recognition, and achieved good results. Based on 
the research of other researchers, this paper introduces the densely connected convolutional network (DenseNet) 
into the research of emotion recognition. The characteristics of shallow feature reuse of DenseNet points out a 
new way for the research of emotion recognition.

3.1   DenseNet

Densely Connected Convolutional Network (DenseNet) [17], different from other deep neural networks, does 
not seek features from the depth or width of the network, but maximizes the ability of the network through 
feature reuse. For each of these layers, the features of all previous layers are used as input, and their own features 
are used as input for all subsequent layers. For each of these layers, the features of all previous layers are used 
as input, and their own features are used as input for all subsequent layers. In addition, it allows cross-layer 
connections between any two non-adjacent layers to connect features learned from different layers and enhance 
the ability of feature representation. DenseNet is mainly composed of dense block, transition layer and bottleneck 
layer, wherein the dense block realizes the feature reuse function.

In the dense block, the feature map  xl  of layer  l  is calculated by using the feature map  x0, x1, …, xl-1  of the 
previous layer  l −1, which can be expressed as (4): 

xl = Hl ([x0, x1, ..., xl −1)].                                                              (4)

where, 0 1 1[ , , , ]lx x x − represents the tensor splicing of the feature maps generated from the 0th layer to the 

( 1)thl −  layer, and ( )lH ⋅  is a composite function consisting of 3 sequential operations: Batch Normalization 
(BN), Rectified Linear Unit (ReLU) and 33× Convolution (Conv). 

3.2   MSC-DenseNet

Inspired by the Inception structure of GoogLeNet [20], here we introduce the multi-scale convolution kernel par-
allel merging module (MSC) into the DenseNet network. The MSC module is shown in Fig. 3.
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Fig. 3.  Multi-scale convolution kernel parallel merging module
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MSC adopts convolution kernels of three sizes (1×1, 3×3 and 5×5). Small convolution kernels can obtain 
more detailed features, while large convolution kernels have larger receptive fields, which can fully consider the 
relative position relationship between EEG channels and extract the spatial information of EEG signals. Among 
them, the 5×5 convolution kernel can be replaced by two 3×3 convolution kernels. On the one hand, the stacked 
3×3 convolution kernel provides a larger number of activation functions, which increases the nonlinear character-
istics of the network. On the other hand, under the condition of the same receptive field, the effect of the neural 
network can be improved to a certain extent, and the calculation amount of network parameters can be reduced. 
Each stacked 3×3 convolution kernel is preceded by a 1×1 convolution operation, which can linearly combine 
the information between different channels to realize cross-channel information interaction and information inte-
gration. The overall network structure of MSC-DenseNet is shown in Fig. 4.
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The whole network is composed of three dense blocks modules, two transition layers and multi-size 
convolution parallel merging modules. As can be seen from the figure (Fig. 4), 16 convolution kernels of 3×3 
size are first used for convolution operation to perform the initial extraction of features; then Batch Normalization 
(BN) is used, BN can not only play a role in regularization, but also it can effectively increase the learning rate, 
and normalize the data inside each mini-batch to normalize the output to a normal distribution of N (0,1); finally, 
use 16 3×3 maximum with a step size of 2 Pooling for down-sampling.

After convolution and pooling, the input data enters the first dense block, that is, the core part of the network. 
After the processing of the first dense block, it can not only realize the reuse of shallow features, but also realize 
multi-layer feature extraction with the help of multi-scale convolution in the MSC module. After the first dense 
block, there is a transition layer, which consists of a 1×1 convolutional layer and a 2×2 maximum pooling layer. 
After several experimental verifications, it is found that the experimental effect obtained by using 3 dense block 
modules and 2 transition layers is the best. After the third dense block, global average pooling is used to replace 
the fully connected layer, and finally the softmax classifier is used to classify the three emotional states of 
positive, negative and neutral.

3.3   Experimental Environment

The MSC-DenseNet model in this paper is implemented through Python programming under the Tensorflow 
framework. The experimental environment is Intel Core i5-8500 CPU @ 3.00GHz 16 GB memory, Intel UHD 
Graphics 630 graphics card, 64-bit Windows10 system.

Table 2 gives the detailed parameter setting information of the MSC-DenseNet structure. Among them, the 
learning rate determines the step size update in the entire optimization process. If a larger learning rate is used 
in the early stage of training, the forward step size will be longer, and the gradient descent can be performed at a 
faster speed. In the later stage of training, gradually reducing the learning rate is conducive to the convergence of 
the algorithm, making it close to the optimal value. In this paper, piecewise constant attenuation is adopted. The 
learning rate used in the first 3600 batch sizes during training is 0.00001. Using a larger learning rate in the initial 
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stage not only speeds up the gradient descent, but also saves a certain amount of training time and increases the 
training rate. After that, the learning rate is gradually reduced. The learning rate of 3600-5000 batch size is set 
to 0.000005, the learning rate of 5000-7000 batch size is set to 0.0000025, and finally the convergence of the 
algorithm is achieved with a learning rate of 0.000001.

Table 2.  Parameter Settings of MSC-DenseNet

Description Parameter
Batch size 128

Activation function ReLU
Classifier softmax

Loss function cross-entropy loss
Optimizer Adam [21]
Iterations 1000
Pooling maximum pooling, global average pooling

Learning rate [0.00001, 0.000005, 0.0000025, 0.000001]

4   Results and Discussion

This section uses the data of 4 rhythms to conduct experiments separately to find the rhythm that can best 
represent emotional state, and compare it with the effect obtained by using all the data of the 4 rhythms in 
combination.

4.1   Evaluation Indicators

In this paper, the accuracy rate (Accuracy), precision rate (Precision), recall rate (Recall), F1-score and confusion 
matrix are used to evaluate the model performance, which are defined as follows:

1) Accuracy: Accuracy refers to the ratio of the number of correctly classified samples to the total number of 
samples

.TP TNA
TP FP TN FN

+
=

+ + +
                                                              (5)

2) Precision: Precision refers to the proportion of correctly predicted positive data to the total predicted posi-
tive data

.TPP
TP FP

=
+

                                                                       (6)

3) Recall: Recall refers to the ratio of correctly predicted positive data to the actual positive data

.TPR
TP FN

=
+

                                                                       (7)

4) F1-score: F1-score refers to the harmonic mean of precision and recall. The macro average is used in this 
paper. Firstly, the Precision and Recall of each category are calculated to calculate their respective F1-scores, and 
then average the F1-scores obtained by the three categories to obtain the final F1- score. Its maximum value is 1, 
and its minimum value is 0. The larger the value, the better the model.

2 .P RF
P R
× ×

=
+

                                                                       (8)

In Equation (5) to Equation (7), for positive emotions, TP represents the number of samples predicted by the 
model to be positive emotions, but actually positive emotions; FP represents the number of samples predicted 
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by the model to be positive emotions, but actually negative and neutral; TN represents the number of samples 
predicted by the model is the number of samples that are negative and neutral, but are actually negative and 
neutral; FN represents the number of samples predicted by the model to be negative and neutral, but actually 
positive. Neutral emotions, negative emotions are similar to positive emotions.

5) Confusion matrix: Also known as likelihood table or error matrix, is a standard format for accuracy 
evaluation, which is expressed in matrix form of N rows and N columns. It is not only limited to the analysis of 
the accuracy rate, but can bring more analysis, present the visual effect of the algorithm performance, and intui-
tively see the classification and recognition errors.

4.2   Single-Subject Experiment

Before the start of the experiment, the data samples of each subject are randomly divided into three parts: train-
ing set, validation set and test set, of which the training set account for 70%, the validation set account for 20%, 
and the test set account for 10%. 

Table 3.  Results of single-subject experiment

Subject
θ α β γ All band

F1-
score Accuracy

F1-
score Accuracy

F1-
score Accuracy

F1-
score Accuracy

F1-
score Accuracy

1 0.9761 0.9765 0.9643 0.9647 0.9766 0.9765 0.9758 0.9765 0.9885 0.9882
2 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
3 0.9740 0.9735 0.9733 0.9735 0.9733 0.9735 0.9759 0.9765 0.9788 0.9794
4 0.9790 0.9794 0.9469 0.9471 0.9821 0.9824 0.9883 0.9882 0.9883 0.9882
5 0.9915 0.9912 0.9763 0.9765 0.9883 0.9882 0.9883 0.9882 0.9942 0.9941
6 0.9885 0.9882 0.9857 0.9853 0.9729 0.9735 0.9701 0.9706 0.9788 0.9794
7 0.9621 0.9618 0.9736 0.9735 0.9762 0.9765 0.9819 0.9824 0.9859 0.9853
8 0.9640 0.9647 0.9942 0.9941 0.9759 0.9765 0.9788 0.9794 0.9847 0.9853
9 0.9589 0.9588 0.9644 0.9647 0.9764 0.9765 0.9760 0.9765 0.9762 0.9765

10 0.9829 0.9824 0.9827 0.9824 0.9734 0.9735 0.9734 0.9735 0.9788 0.9794
11 0.9640 0.9647 0.9294 0.9294 0.9859 0.9853 0.9883 0.9882 0.9790 0.9794
12 0.9644 0.9647 0.9576 0.9588 0.9816 0.9824 0.9816 0.9824 0.9911 0.9912
13 0.9942 0.9941 0.9847 0.9853 0.9703 0.9706 0.9792 0.9794 0.9791 0.9794
14 0.9801 0.9794 0.9692 0.9706 0.9732 0.9735 0.9820 0.9824 0.9788 0.9794
15 0.9883 0.9882 0.9827 0.9824 0.9853 0.9853 0.9915 0.9912 0.9913 0.9912

Average 0.9779 0.9778 0.9723 0.9725 0.9794 0.9796 0.9821 0.9824 0.9849 0.9851

Table 3 presents the F1-score and accuracy rate of the 4 rhythms used alone and all rhythms used together 
for a single subject. Among them, no matter which rhythm, the accuracy rate of the 2th subject can reach 100%, 
indicating that the model in this paper can obtain ideal classification accuracy in the 2th subject. Judging from the 
average F1-score and average accuracy rate of the 15 subjects, the F1-scores of the 4 rhythms are all above 0.97, 
especially the F1-score of the γ rhythm reaches 0.9821, and its accuracy also reaches 98.24%, which verified the 
superiority of shallow feature reuse and multi-scale convolution kernel. Compared with the other three rhythms, 
the classification accuracy of the α rhythm is relatively low, and in the 4th subject, the accuracy is only 94.71%, 
while the lowest accuracy of  θ, β and γ rhythm is 95.88%, 97.06% and 97.06%, respectively, which are higher 
than α rhythm. 

In addition, it can be seen from Table 3 that the F1-score and accuracy obtained by the γ rhythm are similar to 
the results obtained by using all rhythms together, indicating that better classification results can also be obtained 
when only the γ rhythm is used, which is consistent with the basic knowledge of EEG signals. The frequency 
range of the γ rhythm is about 31-50 Hz, which is the highest frequency component in the EEG signals. When a 
signal in this frequency band appears, people are usually in a very excited state, or are strongly stimulated. So γ 
rhythm can capture effective information under both positive and negative stimuli, and the accuracy rate is the 
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highest when γ rhythm is used. The α rhythm is more common in adults with eyes closed and restful, therefore, 
the accuracy rate obtained by it is relatively low. The θ rhythm is more prominent in adults who are frustrated or 
depressed and mentally ill. 

In conclusion, under normal circumstances, γ rhythm contains more emotional state information. In other 
words, in order to save training time, γ rhythm can be used to complete the emotion recognition task. 

4.3   All-Subject Experiment

The data samples of all subjects are taken as experimental data. There are 3394 data samples for each subject, a 
total of 15 subjects, and the data set is divided in the same way as that of the previous single-subject experiment.

Table 4 shows the results of the experiment. Among the four rhythms, the β rhythm has the highest accuracy 
of 98.47%, which is similar to 98.45% of the γ rhythm. Generally, the β rhythm occurs when a person is nervous 
or emotional, and it is similar to γ rhythm in that they occur when people are emotionally excited. With all 
rhythms used, the resulting accuracy is 98.68%, slightly higher than that of the β rhythm. This further confirms 
that a single rhythm can be used to replace all the rhythms mentioned above.

Table 5 presents the confusion matrix for each rhythm, with each column representing the predicted category 
and each row representing the actual category. Assume that Label 0 represents the neutral emotion, Label 1 rep-
resents the positive emotion, Label 2 represents the negative emotion, and assume that P represents the predicted 
emotion and A represents the actual emotion. Of which, the θ rhythm has the worst prediction result for neutral 
emotions, and its error rate is the highest. Compared with other rhythms, the α rhythm has a higher error rate in 
predicting positive emotions and negative emotions, and most of the positive emotions and negative emotions are 
wrongly predicted as neutral emotions. This is consistent with the theory mentioned above that α rhythm usually 
occurs in the resting state of the adult.

Table 4.  Results of all-subject experiment

θ α β γ All band
F1-score 0.9797 0.9725 0.9847 0.9845 0.9868
Accuracy 0.9798 0.9725 0.9847 0.9845 0.9868

Table 5.  Confusion matrix

(a)    θ rhythm (b) α rhythm (c) β rhythm
A
P 0 1 2 A

P 0 1 2 A
P 0 1 2

0 1643 18 17 0 1653 19 6 0 1661 11 6
1 17 1729 19 1 41 1706 18 1 26 1729 10
2 26 6 616 2 43 13 1592 2 18 7 1623

(d)    γ rhythm (e) all band
A
P 0 1 2 A

P 0 1 2

0 1664 6 8 0 1662 3 13
1 29 1725 11 1 22 1720 23
2 21 4 1623 2 6 0 1642

The prediction results of using the β rhythm alone, the γ rhythm alone, and using all rhythms are similar, 
which also indicates that if less parameters and workload are required, either β rhythm or γ rhythm alone can be 
used for emotion recognition.

It can be seen from the above experimental results that the MSC-DenseNet model proposed in this paper 
shows obvious advantages. The average accuracy of the single-subject experiment can reach 98.51%, and the 
accuracy of the all-subject experiment can reach 98.68%, which fully shows that the 3D feature map combined 
with feature reuse has a good classification performance in the research on EEG emotion recognition.
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4.4   Comparison of Different Algorithms

In order to verify the effectiveness of the proposed method, a representative machine learning algorithm-SVM 
and a representative deep learning algorithm-CNN are selected to compare and analyze the performance of the 
proposed method in the all-subject experiment. Among them, the SVM kernel function uses the Gaussian kernel 
function, and the penalty factor is set to 1. CNN selects three convolution kernels of different sizes, 1×1, 3×3, 
and 5×5. 3×3 adopts maximum pooling, and globally average pooling replaces the fully connected layer, and fi-
nally softmax outputs the classification result. Fig. 5 visually shows the accuracy results of SVM, CNN and our 
method in the all-subject experiment.

SVM 72.30% 72.76% 78.45% 80.42% 93.69%
CNN 88.39% 91.00% 95.54% 96.98% 97.84%
MSC-DenseNet 97.98% 97.25% 98.47% 98.45% 98.68%
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Fig. 5.  Comparison results of different algorithms

As can be seen from Fig. 5, the accuracy obtained by the method in this paper is the highest, followed by 
CNN, and SVM is the worst, with the accuracy of only 93.69%, indicating that compared with machine learning, 
deep learning has certain advantages in the field of EEG emotion recognition. Using the CNN model with multi-
scale convolution kernel, the accuracy can reach 97.84% when all rhythms are used, but the accuracy of the 
proposed method on each rhythm has certain advantages, and the highest accuracy can reach 98.68%, indicating 
the effectiveness of multi-scale convolution kernel combined with feature reuse.

4.5   Comparison of Similar Studies

At present, many EEG emotion recognition methods have been proposed. In this section, we compare our meth-
od with other existing methods that also use the SEED data set. The pre-processing of EEG signals in reference 
[14] is the same as this paper, extracting the differential entropy features of five frequency bands of EEG signals, 
and then selecting the EEG channel that can best express emotional state, and using deep belief network to 
achieve classification. As can be seen from Table 6, the accuracy obtained by using DBN model is more than 10 
percentage points lower than the results in this paper, indicating the superiority of the improved DenseNet model 
in this paper. Reference [22] converts one-dimensional EEG time domain information into two-dimensional 
differential entropy frequency domain features according to the electrode positions of EEG channels, and uses 
hierarchical convolutional neural network (HCNN) for secondary feature extraction and classification. Reference 
[22] takes into account the information contained in the location of the channel electrode as in this paper, but the 
accuracy obtained is not as high as in this paper. Reference [23] first uses wavelet packet transform (WPT) to 
decompose the signal to construct a two-dimensional structure sample, and then votes and weights the 6 designed 
CNN models with different depths to establish an integrated model, which achieves a classification accuracy of 
93.12% in a single-subject experiment. Reference [24] proposes a new deep learning classification model—3D 
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convolutional attention neural network (3DCANN), which consists of a spatiotemporal feature extraction 
module and an EEG channel attention weight learning module, and obtains a classification Accuracy of 97.35%. 
Reference [25] proposes a new adaptive optimization space-frequency differential entropy (AOSFDE) feature, 
which firstly selects channels according to the lead importance, and then optimizes the differential entropy feature 
by sparse regression algorithm. For the 15 subjects, the average Accuracy rates of the three emotion binary 
classification scenarios of positive/negative, positive/neutral, and neutral/negative reaches 91.80%, 93.30%, and 
85.10%, respectively. The data processing method and classifier design of Reference [24-25] are different from 
ours, but the model in this paper can get relatively good results, which further verifies the advantages of the 
method in this paper. Table 6 presents the experimental comparison results between the method in this paper and 
these methods mentioned above.

In a word,  the classification accuracy of the MSC-DenseNet method on the SEED data set is higher than that 
of other literature methods, indicating that the method in this paper achieves better results on the SEED data set 
and has a particular value in emotion recognition.

Table 6.  Comparison of similar studies

Method Input Model Accuracy
Reference [14] DE DBN 86.08%
Reference [22] DE HCNN 88.20%
Reference [23] WPT integrated network 93.12%
Reference [25] AOSFDE SVM 93.30%
Reference [24] denoising, outlier processing 3DCANN 97.35%

Proposed method DE MSC-DenseNet 98.51%

5   Conclusion

With the successful application of deep learning algorithms in many fields, more and more researchers try to ap-
ply deep learning to the field of EEG emotion recognition, and have achieved a series of research results. In this 
regard, we have also made some attempts. In this article, a three-dimensional differential entropy feature map is 
constructed by combining the spatial characteristics and time-frequency characteristics of EEG signals, and then 
based on the classical DenseNet, we propose an improved DenseNet model by adding a multi-scale convolution 
kernel module into the classical DenseNet. An average classification accuracy of 98.51% is obtained in the sin-
gle-subject experiment, and a classification accuracy of 98.68% is obtained in the all-subject experiment. The 
experiment results show that the technology has certain advantages for better feature extraction and classification 
recognition. In addition, the introduction of feature reuse in the DenseNet provides a new idea for further re-
search on EEG emotion recognition, and has good research potential. In order to prove the stability of the model, 
we conducted experiments on 15 subjects respectively, and achieved satisfactory results. At the same time, we 
also conducted comparative experiments with traditional machine learning, and the experimental results show 
that the deep learning method has better performance in the field of emotion recognition.

However, only extracting differential entropy feature is too simple, which is not enough to fully reflect the 
emotional information contained in the EEG signals. We will consider the combination of multiple features and 
change the input format of the network to better improve the performance of the classifier. Besides, some studies 
have shown that there is a certain redundancy of EEG channels. In future research, we will try to use a certain 
algorithm to find the key EEG channels, so as to extract more discriminative information and further improve the 
emotion recognition rate. 
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