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Abstract. A large number of distributed energy sources connected to the grid will cause certain disturbances 
to the stability of the grid system. We consider the random characteristics and establish a dynamic simulation 
framework for the active power distribution system suitable for the integral projection algorithm. The article 
uses an internal integrator to solve the fast dynamic process with explicit and implicit Euler methods in small 
steps. In the calculation process, this method can effectively consider the influence of events such as fault dis-
turbance on the grid connection of the distributed power grid. Numerical analysis and simulation tests verify 
the effectiveness of this algorithm.

Keywords: distributed energy, power grid system, implicit projection integral algorithm, differential-algebra-
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1   Introduction

The connection of a large number of distributed energy sources to the power distribution system will significant-
ly change the structure and operation of the power system at medium and low voltage levels. The access to dis-
tributed power makes the power distribution system develop from the traditional radial network structure to the 
multi-source grid structure. Distributed energy has rich meanings. It includes distributed power generation equip-
ment such as photovoltaics and wind turbines and generalized controllable energy sources such as distributed 
energy storage, controllable loads, and electric vehicles. Smart grids take the opportunity of widespread access to 
distributed energy sources to achieve adequate control of small-scale systems in local areas. Access to distributed 
energy can optimize advanced new power distribution technologies such as microgrids, virtual power plants, unit 
control areas, and AC/DC hybrid power distribution.

The stability simulation after the distributed energy is connected to the power grid focuses on analyzing the 
dynamic response characteristics of the power frequency electrical quantities under the system disturbance 
during the operation of the power grid. System disturbance simulation can be used in many aspects, such as con-
troller design and control strategy verification of microgrids, fault characteristic analysis, etc. Power grid stability 
simulation is an extension of the traditional power system transient stability simulation work at the low-voltage 
distribution level. Still, it also faces many challenges, such as model diversity, system rigidity, and simulation ra-
pidity.

In response to the above problems, researchers have done much research. Taking the stability problem caused 
by the access to distributed power sources with a high penetration rate as an example, Min, W. et al. proposed the 
concept of “virtual inertia.” The synchronous virtual machine (VSG) technology is the most typical [1]. The syn-
chronous virtual machine offers a new power electronic control strategy for controllable distributed power gen-
eration. This method makes the distributed power supply simulate the traditional synchronous generator during 
operation. The dynamic behavior then provides virtual rotor rotational inertia to the power grid. This can make 
up for the lack of inertia caused by access to many powerful electronic devices. In addition, the dynamic charac-
teristics and control strategies of independent, active power distribution systems are studied, and intelligent soft 
switching [2-3] and other related academic research have become a research hotspot in the field of dynamic pow-
er distribution systems recently.

The dynamic simulation of an active power distribution system has the characteristics of multiple time scales. 
It is reflected mathematically as a severe problem. There has been a lot of theoretical and methodological re-
search on solving the multi-time-scale problem in the traditional power system transient stability simulation. 
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Singh, J., & Tiwari, R. introduced a numerical integration method based on system matrix index into power 
system brief stability simulation analysis [4]. The process can obtain accurate solutions to linear problems and 
has good numerical stability. The numerical integration method based on the system matrix index can adopt a 
larger simulation step size to improve the simulation calculation efficiency. However, the solution of this method 
is complicated. Compared with the classical way, it has poor generality, and the implementation of the algorithm 
is complex. Zhen, T et al. proposed a variable-step numerical integration method to solve this problem [5]. The 
simulation step size can be adaptively adjusted according to the time constant of the dynamic characteristics of 
the power system. Most of this literature adopts the implicit numerical integration method to take advantage of 
its good numerical stability. However, the implicit process is complicated to solve per time step. Its solution effi-
ciency is low when a small step size simulation is performed.

The dynamic operating characteristics of active power distribution systems are complex. It may require a long-
time small step simulation to analyze its fast dynamic response characteristics. Simply using the implicit integra-
tion method can seriously affect the simulation time. To this end, Butt, O. M. et al. proposed a decoupling simu-
lation method [6]. Firstly, the simulation system is divided into a rigid subsystem with smaller dimensions and a 
non-rigid subsystem according to the time constant of its dynamic running characteristics. They used the direct 
integration method to solve the non-rigid subsystem to improve the efficiency of simulation calculation and used 
the implicit method to solve the rigid subsystem to ensure the numerical stability of the process. However, the 
dimension of the wooden part of this method is significantly increased for the active power distribution system 
with high permeability distributed power generation. This makes the decoupling method no longer significantly 
improve the computational efficiency. In addition, this method needs to consider the synchronization problem of 
the simulation step size of the explicit and implicit integration methods, which makes the variable step size meth-
od challenging to apply to the decoupling simulation method directly. 

Because of this, this paper proposes a dynamic simulation method of an active power distribution system 
based on an implicit projection integration algorithm. The process considers the stochastic dynamic operating 
characteristics of the simulation of active power distribution systems. The main work and innovations of this pa-
per are summarized as follows:

1) In this paper, a dynamic simulation architecture of an active power distribution system that considers ran-
dom characteristics and is suitable for projection integration algorithms is constructed. The architecture builds 
differential-algebraic equations and stochastic differential-algebraic equations. It covers typical component mod-
els of active power distribution systems considering random disturbances. The system can accurately simulate 
the multi-time scale and random characteristics during the operation of the active power distribution system. 
At the same time, the architecture can be solved by numerical algorithms of ordinary differential equations and 
stochastic differential equations. 2) Aiming at the rigidity problem in the dynamic simulation of active power 
distribution systems, this paper proposes a projection integration algorithm suitable for multi-time-scale dynamic 
simulation of the active power distribution systems. This paper uses different scales of active power distribution 
system test examples based on different simulation scenarios to test the algorithm. The system verifies the accu-
racy and efficiency of the projection integration algorithm. Finally, this paper takes the virtual synchronous ma-
chine access as an example to analyze the influence of the new control strategy on the dynamic operating charac-
teristics of the active power distribution system.

2   Active Power Distribution System Modeling

The dynamic simulation mathematical model of the active power distribution system includes two parts: the dif-
ferential equation describing the dynamic characteristics of the components and the algebraic equation describing 
the electrical connections between the components. The electrical relationship between the features may change 
during the system’s operation. The content includes events or functions such as load switching, unit start and 
stop, and line breaking. If the relay protection device is considered, it also contains many continuous and (or) 
discrete logic time-varying parameters. We describe the mathematical model of the active power distribution sys-
tem with a high-dimensional nonlinear differential-algebraic equation system:

( , , , )
.

0 ( , , , )
x f x y u t

g x y u t
=

 =
                                                                       (1)
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x(x∈Rnx)  is the system state variable. It represents motor rotor speed, power electronic device control, and 
load dynamic parameters.  y(y∈Rny)  is an algebraic variable. It represents the bus voltage amplitude and phase 
angle.  u(u∈Rnu)  is a discrete variable. It means an event or operation.  t∈R+  is the time. An if-then statement 
can replace the discrete variable in formula (1).

f (f : Rnx × Rny  Rnx)  is the differential equation.  g (g: Rnx × Rny  Rny) is an algebraic equation. The article 
describes the quasi-steady-state modeling method of PWM inverters. Then we introduced the dynamic simula-
tion model of the typical DG of the active power distribution system.

2.1   The Quasi-steady-state Model of the PWM Converter

We do not consider the dynamic switching behavior of the power electronic converter circuit in the dynamic 
simulation analysis of the active power distribution system. The article only considers the circuit’s fundamental 
frequency model and the dynamic characteristics of the controller link. We call it a quasi-steady-state modeling 
method for power electronic devices.

The article takes the model description of the network side in the synchronous coordinate system as a case. 
The quasi-steady-state model corresponding to the converter is shown in Fig. 1. 1U  is the phasor of the converter 
output voltage (that is, the modulated voltage). Rf + jXf  is the filter circuit parameter of  LC  at the outlet of the 
modulated voltage of the converter. U  is the bus voltage phasor at the grid-connected point. I  is the current 
output to the network side. It is represented by  Id, Iq  in the  dq0  coordinate system. It is represented by  Ix, Iy  in 
the  xy0  coordinate system. PWM vector modulation can be described by equation (2).

Fig. 1. Quasi-steady state model of PWM inverter circuit
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Pmd  and  Pmq  are the  dq0  vector decoupling control components of the pulse width modulation coefficient 
of the converter.  K0  is the modulation factor.  Udc  represents the famous value of DC side voltage. The voltage 
balance equation and active power equation of the feeder at the outlet of the converter are respectively expressed 
as follows
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If we need to consider the converter loss, the relationship between the active power output on the AC side of 
the converter and the active power input on the DC side is expressed as follows.

2

1

.dc
dc dc dc loss ac ac

U
P U I P P P
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= = + = +                                                          (5)

Equations (2)-(5) combined with the converter control link can form a quasi-steady-state model of the PWM 
converter.

2.2   Dynamic Modeling of a Photovoltaic Power Generation System

The photovoltaic grid-connected power generation system comprises photovoltaic arrays, power electronic con-
version devices, maximum power controllers, and grid-connected controllers. Its single diode equivalent circuit 
model is shown in Fig. 2. 
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U  is the output voltage of the photovoltaic cell.  I  is the output current of the photovoltaic cell. Iph  is the sat-
uration current of the diode diffusion effect.  IS  is the diode saturation current.  q  is the electric electron quantity 
constant ( 191.602 10 C−× ).  k  is Boltzmann’s constant ( 231.381 10 /J K−× ).  T  is the absolute temperature value 
of the photovoltaic cell.  A  is the fitting coefficient of diode characteristics. 

Fig. 2. Single diode model photovoltaic array equivalent circuit

The photovoltaic grid-connected power generation system adopts a standard single-stage grid-connected 
system. We directly use the inverter to convert the DC power output by the photovoltaic array into AC power to 
achieve grid connection (Fig. 3). This paper uses the disturbance observation method as the photovoltaic maxi-
mum power point tracking algorithm. The algorithm flow is shown in Fig. 4.
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Fig. 3. Topological structure of single-stage photovoltaic grid-connected power generation system

Fig. 4. Flow chart of the disturbance observation algorithm

2.3   Dynamic Modeling of Battery Energy Storage System

The battery grid-connected energy storage system comprises batteries, power electronic conversion devices, 
and grid-connected controllers. Among them, the battery often adopts a general model. The equivalent circuit is 
shown in Fig. 5. The available model of the battery is composed of the internal resistance  R  and the controlled 
voltage source  E  in series. Assuming that  R  remains unchanged during battery operation,  E  can be calculated 
by the formula (8).
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Fig. 5. Equivalent circuit of battery general model
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E0  is the internal electromotive force.  Cmax  is the maximum capacity of the battery.  Qe  is the discharge 
capacity.  A, B, K  are all fitting parameters, which are obtained from the discharge characteristics of the storm. 
Aexp(−BQe)  is the exponential aspect of the initial discharge stage.  KCmax / (Cmax− Qe)  is the rated characteristic 
area of the discharge characteristic. Its outer loop control adopts Droop control based on f-P and U-Q. As shown 
in Fig. 6, the inner loop control adopts the current internal loop control in the  dq0  rotating coordinate system.

Fig. 6. Typical structure of Droop outer loop controller based on f-P and U-Q

3   Implicit Projection Integration Algorithms

This paper uses the alternating solution method to solve equation (2). At the same time, we use the implicit pro-
jection integral algorithm to solve the differential equations. The basic idea of the projection integration algo-
rithm is as follows: First, carry out several steps of small-step integration calculation. The integration step length 
corresponds to the time constant of the fast dynamic process of the system. Then, according to the small step 
length calculation result, one step large step length projection integral calculation is performed. The step size 
corresponds to the time constant of the slow dynamic process of the system. The calculation process of small-
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step integration is called internal integration. The method of projection integration with significant steps is called 
external integration. We determine the constants  k  and  M . The simulation time interval is  tn − tn+k+1+M [7]. The 
calculation steps of a projection integration step of the implicit projection integration algorithm are as follows:

1) We use the internal integration algorithm to integrate step  k . The step size is  ∆t . In this way, we can get 
xn+k  from  xn . The internal integration algorithm must use an explicit numerical accuracy above the second order.

2) We use the internal integration algorithm to integrate one more step. The step size is still  ∆t . In this way, 
xn+k+1  can be obtained.

3) We use an external integration algorithm based on the implicit prediction-correction method to obtain 
xn+k+1+M  by integrating a significant step. The step size is ∆T = M ∆t . The implicit prediction-correction method 
solves the implicit difference form of the active distribution system model. The specific solution steps are as fol-
lows.

1 1 1 1 1 1

1 1

1 ( ( , ) ( , ))
.2
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n k M n k n k n k n k M n k M

n k M n k M
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+ + + + + +
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 =

                                (8)

In the formula,  ξ  is the allowable value of error. If (1)
1n k Mx + + +  satisfies equation (8), the calculation of the 

external integrator of the implicit projection algorithm is completed. Otherwise, we will replace (0)
1n k Mx + + +  and 

(0)
1n k My + + +  with (1)

1n k Mx + + +  and (1)
1n k My + + +  respectively. We repeat steps C and D until the error convergence condition 

is met.
In the above steps, steps 1) and 2) are the internal integrators of the implicit projection integration algorithm. 

Step 3) is the external integrator of the implicit projection integration algorithm. The dynamic simulation algo-
rithm flow of the active power distribution system based on implicit projection integral is shown in Fig. 7.

Fig. 7. Dynamic simulation algorithm flow based on implicit projection integral

4   Analysis of Numerical Characteristics of Implicit Projection Algorithm

4.1   Numerical Stability Analysis

This paper uses the internal integration algorithm to take the explicit fourth-order Runge-Kutta method as an 
example to analyze the numerical stability of the implicit projection integration algorithm. At the same time, we 
have similar analysis conclusions when using other explicit integration algorithms as internal integration algo-
rithms. The necessary and sufficient condition for the numerical solution of the implicit projection algorithm to 
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maintain numerical stability is that the error amplification factor satisfies the absolute stability condition. The 
error amplification factor can be described by equation (9).

12( ) ( ).
2

kM tt t
M t

λσ λ ρ λ
λ

++ ∆
∆ = ∆

− ∆
                                                            (9)

Where  ρ(∆tλ)  is the error amplification factor of an internal integration step of the implicit projection algo-
rithm, namely:

2 3 4( ) ( ) ( )( ) 1 .
2! 3! 4!
t t tt t λ λ λρ λ λ ∆ ∆ ∆

∆ = + ∆ + + +                                               (10)

Fig. 8 shows the numerical stability domain of the explicit fourth-order Runge-Kutta method, the explicit pro-
jection algorithm, and the implicit projection algorithm under different parameters in the  ∆tλ  plane.

Fig. 8. Explicit and implicit algorithm numerical stability domain comparison

The figure’s numerical stability domain of the implicit projection integration algorithm is finite. It is consis-
tent with the shape of the numerical stability region of the fourth-order Runge-Kutta method. When the external 
integrator step size multiple  M  is the same, the numerical stability domain of the implicit projection algorithm 
is more significant than that of the explicit projection algorithm. Therefore, the implicit projection algorithm has 
better numerical stability than the straightforward projection algorithm [8].

4.2   Numerical Accuracy Analysis

Numerical accuracy indicates the degree to which the numerical solution of each step of the integral operation 
deviates from its actual value in solving the differential equation of the numerical integration algorithm. The 
internal integrator of the implicit projection algorithm must adopt an explicit integration algorithm with numer-
ical precision above the second order. Therefore, the process of calculating the internal integrator of the implicit 
projection algorithm from  xn  to obtain  xn+1  in one step can be described by the Taylor expansion of  xn+1  at the 
time  tn . The details are as follows:
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σ  is the order of the internal integrator of the implicit projection algorithm and  σ ≥ 2 . O(∆tσ+1)  is the partial 
truncation error term for the internal integrator to integrate one step with the step length  ∆t .

Implicit projection algorithm the external integrator uses an implicit prediction-correction method. The Taylor 
expansion of  xn+k+1+M  obtained from  xn+k+1  using an external integrator is as follows:

2 3
1 1 1 1 2

1( ) ( ) (( ) ).
2!n k M n k n k n kx x M t x M t x O M t+ + + + + + + + += + ∆ + ∆ + ∆                                  (12)

Where  O2((M∆t)3)  is the local truncation error term of the external integrator from  tn+k+1  to  tn+k+1+M . The 
external integrator has a third-order local truncation error and a second-order accuracy. From equations (11) and 
(12), one projection integration step of the implicit projection algorithm can be obtained. The Taylor expansion 
from  tn  to  tn+k+1+M  is expressed as follows:

2 3
1 2

3

1( 1 ) ( 1 ) ( ) (( ) ).
2!

m
n k M n n n m

m
x x k M tx k M tx O t O M t

σ

+ + +
=

= + + + ∆ + + + ∆ + ∆ + ∆∑ 
                   (13)

Where  Om(∆tm)  is the high-order term (above the second-order) and the local truncation error term of the in-
ternal integrator from  tn  to  tn+k+1 . We compare equation (13) with the actual value of the state variable at time   
tn+k+1+M  to get:
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Where  ζ  is the residual term of a projection integration step of the implicit projection algorithm and  σ ≥ 2. 
Therefore, the implicit projection algorithm has a third-order truncation error and a second-order accuracy. Its 
accuracy is determined by the numerical accuracy of the external integrator. The traditional implicit trapezoid 
method and the implicit projection algorithms are second-order precision algorithms. However, there is still an 
individual difference in the simulation accuracy between the trapezoidal method and the implicit projection al-
gorithm under different simulation steps. This is caused by the difference in the local truncation error term of the 
two algorithms.

5   Example Test and Analysis

This paper implements the implicit projection integration algorithm based on the SSDG software platform. The 
report uses the low-voltage active distribution system example and the IEEE123 node test example to test the 
algorithm. In this paper, the internal integrator of the implicit projection algorithm takes the explicit fourth-order 
Runge-Kutta method as an example for simulation testing.

5.1   Example Test One

Overview of Calculation Examples.  Example 1 uses a low-voltage active power distribution system exam-
ple. We test the adaptability of the implicit projection algorithm to dynamic simulation problems with variable 
structure characteristics. The low-voltage active distribution system example is a radial distribution network test 
example that conforms to the existing distribution network in China. The network structure is shown in Fig. 9. 
The voltage level of the calculation example is 400V. The main feeder is connected to the medium voltage bus 
M1 through a 0.4/10kV transformer [9]. The transformer adopts the DYn11 connection method. The low-voltage 
side is set to have a reactive power compensation capacitor. The primary feeder node spacing is 50m. We use 
three-phase symmetrical lines and loads. In the calculation example, a photovoltaic power generation system is 
connected with maximum power tracking control and a battery energy storage system. The control mode, access 
capacity, and active power output of each distributed power supply are shown in Table 1.
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Fig. 9. Example of the low-voltage active power distribution system

Table 1. Distributed power supply control mode, access capacity, and active output

Busbar Distributed power Control method Capacity Active power
L16 The photovoltaic power 

generation system
DC voltage and reactive power control 30kWp 20.4kW
Maximum power tracking control

L16 Battery energy storage 
system

Droop control 30kVA The steady-state 
output is zero

L17 The photovoltaic power 
generation system

DC voltage and reactive power control 30kWp 20.4kW
Maximum power tracking control

L17 Battery energy storage 
system

Droop control 30kVA The steady-state 
output is zero

Analysis and Verification of Simulation Results Set the Simulation Time to 9s.  The simulation step is 0.5ms. 
At 2.0s, the switch S1 of the low-voltage active power distribution system is turned off. The system switches 
from grid-connected operation mode to island operation mode. Switch S1 is closed at 4.7s. The system is restored 
from island operation mode to grid-connected operation mode [10]. The simulation step length of Dig SILENT is 
the same as the internal integration step length. The simulation results of L17 bus voltage per unit value and No. 
2 battery active power output are shown in Fig. 10 [11].

The decrease of the parameter k of the implicit projection algorithm or the increase of M results in a slight de-
viation between the simulation results and the Power Factory. According to the dynamic simulation results of the 
L17 bus A-phase voltage, this paper obtains the relative error between the exact projection integration algorithm 
and the Power Factory simulation results. The purpose is to more intuitively compare the simulation deviation of 
the explicit projective integration algorithm with Power Factory. It can be seen that the larger the value of param-
eter k, the smaller the deviation between the results of the exact projection integration algorithm and the com-
mercial software. The larger the value of M, the larger the simulation error of the explicit projective integration 
algorithm. The maximum relative error is always maintained within 0.3%. The simulation result of the implicit 
projection algorithm is consistent with the simulation result of the traditional implicit trapezoid method. The 
result can accurately reflect the dynamic response characteristics of the active power distribution system compo-
nents after the system structure changes.
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Fig. 10. Simulation results of battery active power output

5.2   Example Test Two

Overview of Calculation Examples.  We use a larger-scale IEEE123 node example for testing. The purpose is 
to test the adaptability and computational efficiency of the implicit projection algorithm for dynamic simulation 
problems of active power distribution systems with large-scale distributed power sources. The IEEE123 node 
example is a radial distribution network with a complex structure. The voltage level is 4.16kV. Various types of 
loads are considered internally [12]. The entire system is connected to the upper-level grid through node 150. 
The network structure is shown in Fig. 11. The photovoltaic penetration rate reaches 30%.

Fig. 11. Example of IEEE123 node

Analysis and Verification of Simulation Results.  Set the simulation time to 9s. The initial light intensity of the 
environment of the calculation example is 1000W/m2. The light intensity changes to 1025, 1010, and 1000W/m2 
at 2, 4, and 6.5s. We compare the simulation results of the implicit projection algorithm with the results of Dig 
SILENT and the implicit trapezoid method [13]. The implicit projection algorithm parameter takes  k = 3, M = 4. 
Take  0.5ms  as the internal integration step size  ∆t . The simulation results of photovoltaic active power output 
and photovoltaic grid-connected bus voltage per unit value at node 61 are shown in Fig. 12.



176

Research on Influence of Distributed Energy Accessing Power Grid System Based on Integral Projection Algorithm  

Fig. 12. Simulation results of PV grid-connected bus voltage

The implicit projection algorithm’s simulation results are consistent with Dig SILENT’s simulation results 
and the traditional implicit trapezoid method. The implicit projection algorithm has higher simulation accuracy 
than the implicit trapezoid method, in which the simulation step is taken as the external integration step [14]. In 
the logarithmic coordinate system, we compare the absolute errors of the implicit projection algorithm and the 
implicit trapezoidal method simulation results under asynchronous length (Fig. 13). The peak value of the simu-
lation error occurs when the light intensity changes [15]. When  ∆tTR  takes part of the intermediate value of the 
external integration step length and the internal integration step length, the absolute error of the implicit projec-
tion algorithm is slightly lower than that of the implicit trapezoidal method.

Fig. 13. Numerical accuracy comparison

Simulation Efficiency Test.  The implicit projection algorithm has obvious advantages in its numerical stability 
compared with the explicit projection algorithm. Therefore, we can improve the efficiency of simulation calcula-
tion by selecting a more considerable value of M [16]. We use the exact fourth-order Runge-Kutta method with 
a step length of 0.5ms as the benchmark. Choose different simulation steps and algorithm parameters. Compare 
the simulation calculation time of implicit projection algorithm, explicit projection algorithm, Dig SILENT, and 
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traditional implicit trapezoid method under fixed step size.
Compared with the traditional Runge-Kutta method and the commercial software Dig SILENT, the simulation 

calculation time of the implicit projection algorithm is significantly reduced. As the value of k decreases and the 
value of M increases, the calculation time of the projection algorithm gradually decreases. When the parameters 
are the same, the external integrator of the implicit projection algorithm adopts the implicit prediction-correction 
method [17]. It consumes more computing resources. The computational efficiency of the implicit projection al-
gorithm will be slightly lower than that of the explicit projection algorithm. However, when  k = 3, M = 8  is tak-
en, the precise projection algorithm is numerically unstable, while the implicit projection algorithm can maintain 
numerical stability even when M takes 60. At this time, the calculation time of the implicit projection algorithm 
is much shorter than that of the traditional Runge-Kutta method and Dig SILENT. Compared with the explicit 
projection algorithm, the calculation efficiency of the implicit projection algorithm has been further improved 
[18].

The calculation efficiency of the implicit projection algorithm is much higher than that of the trapezoid meth-
od when the trapezoidal method simulation step  ∆tTR  takes the internal integration step  ∆T = 0.5ms  of the 
implicit projection algorithm. When  ∆tTR  takes the external integration step size  ∆T = 20ms , the calculation 
efficiency of the implicit projection algorithm is slightly lower than that of the trapezoidal method. The calcula-
tion efficiency of the implicit projection algorithm is higher than that of the traditional implicit trapezoid method 
when  ∆tTR  takes part in the intermediate step length.

6   Conclusion

This paper fully considers the rigid characteristics of dynamic simulation of active power distribution systems. 
At the same time, this paper proposes a dynamic simulation method of an active power distribution system based 
on an implicit projection integration algorithm. This method is a 2nd order precision algorithm. Its numerical 
stability is independent of the external integrator step size multiple. It has similar characteristics to strength. The 
test results of an example show that the algorithm performance of the implicit projection algorithm is better than 
that of the traditional implicit trapezoidal method. It has obvious advantages over the exact projection integra-
tion algorithm in numerical stability and simulation efficiency. Based on the projection idea, this paper uses the 
unique numerical stability properties and the combination of different steps and precision algorithms to improve 
the simulation efficiency. However, this paper does not deal with the dynamic simulation model of the active 
power distribution system. There is still room for improvement in the computational efficiency of the projection 
integration algorithm. In the future research process, the author can try to use estimation methods, including sub-
space (Krylov subspace, mop Chebyshev subspace), to reduce the dimension of the system model to improve the 
simulation efficiency further.
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