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Abstract. Dealing with high conflict evidence, traditional evidence theory sometimes has certain limitations, 
and results in fusion results contrary to common sense. In order to solve the problem of high conflict evidence 
fusion, this paper analyzes traditional evidence theory and proposes an evidence fusion method that combines 
cosine distance and information entropy. Cosine distance can measure the directionality between two vectors. 
The better the directionality, the more similar the two vectors are. Therefore, this article uses cosine distance 
to determine the similarity between evidences, and then calculates the credibility of each piece of evidence. 
Information entropy can calculate the amount of information for each evidence. The greater the information 
entropy, the greater the uncertainty of the evidence. Therefore, this article uses information entropy to mea-
sure the uncertainty of the evidence. Then, the credibility and uncertainty of the evidence are fused to calcu-
late the weight of the evidence. Then we use d-s evidence theory for evidence fusion. The numerical example 
shows that the method is feasible and effective in dealing with conflict evidence. 
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1   Introduction

In practical applications, D-S evidence theory is widely used in sensor data processing. As a data collector, 
sensors can provide users with a large amount of data. Due to environmental and other factors, a single sensor 
often cannot provide accurate data, so in practical applications, multiple sensors are often used to collect data. 
However, the data collected by multiple sensors are not always consistent, and when faced with conflicting data, 
it is necessary to use D-S evidence theory for data fusion to obtain more accurate data. D-S evidence theory is 
widely applied in various fields of information fusion, such as decision making [1-6], pattern recognition [7-9], 
information fusion [10-11], supplier management [12-14], risk assessment [15-16], fault diagnosis [17-18] and so 
on [19-20].

The theory of evidence was first proposed by Dempster [21] in 1967 and further developed by his student 
Shafer [22] in 1976, also known as Dempster/Shafer evidence theory (D-S evidence theory), which belongs to 
the category of artificial intelligence and was first applied to expert systems with the ability to process uncertain 
information. Evidence theory has two main characteristics. One is that he can satisfy weaker conditions than 
Bayesian probability theory. The other is the ability to express “uncertainty” and “unknown” directly. Although 
the D-S evidence theorem can be used for evidence fusion, anti-intuitive fusion results sometimes occur when 
used to fuse highly conflicting evidence. To solve this problem, many scholars have proposed improved evidence 
fusion algorithms. There are two main types of improvement methods. The first type is to adjust the Dempster’s 
combination rule. Changing the way evidence is combined to solve the problem of evidence combination failure, 
but this can only eliminate some conflicts, and changing the combination rules also destroys the advantages of 
the original rules. The second type is to preprocess the evidence. Modifying the probability of evidence can pre-
serve the advantages of combination rules, while also eliminating conflicts between evidences to a certain extent. 
The first type of improved algorithm includes Yager’s, combination rule [23]. The second type of improved algo-
rithm includes Murphy’s method [24] and Zhang et al.’s method [25]. 

In this paper, a new evidence fusion algorithm based on cosine distance and information entropy is proposed. 
This method not only considers the conflict between evidences, but also considers the impact of the evidence 
itself on the weight. The cosine distance can represent the similarity between evidences. The average similarity 
of each evidence can be obtained by calculating the average cosine distance. After normalization, the credibility 
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of the evidence can be obtained. The credibility of evidence is measured and determined by information entropy, 
which is related to the evidence itself. The weight of the evidence is obtained by modifying the credibility with 
the uncertainty of the evidence. On this basis, the average weighted evidence is calculated. The average weighted 
evidence is fused using the Dempster’s combination rule. The rationality and effectiveness of our proposed meth-
od are illustrated through numerical examples.

The rest of this article is organized below. Section 2 briefly introduces the basic concepts of evidence theory. 
In Section 3, the concept of cosine distance is introduced to measure the degree of similarity between the evi-
dence. Section 4 indicates the uncertainty of the evidence by introducing information entropy. Section 5 proposes 
new approaches to the fusion of evidence. In section 6, two specific examples are used to verify the feasibility of 
the algorithm proposed in this paper. Section 7 summarizes the full text.

2.   D-S Evidence Theory

In this chapter, this article will briefly introduce the basic concepts and formulas of evidence theory.

2.1   D-S Evidence Theory

Definition 1 (Frame of discernment). Suppose 1 2 ={ , ,..., }na a aΩ is a finite and complete set, the elements in 
the set are mutually exclusive. Ω is referred to as the identification framework. Each element in the recognition 
framework can be the result of an event. The set of all the possible subsets in Ω composed of the power set de-
noted by 2Ω, which include 2Ω elements. 

1 2 1 2 1 2 3={ ,{ },{ },...,{ },{ , },...,{ , , },...{ }}. 2 na a a a a a a aφΩ Ω                                          (1)

Where element φ  represents the empty set.
Definition 2 (Mass function). Assuming that Ω is the identification frame of the research problem. A mass 

function is a mapping m from 2Ω to [0, 1], defined by:

( ) 1
.

( ) 0
A

m A

m φ
∈Ω

 =


=

∑                                                                       (2)

m is referred to as basic probability distribution. In the Dempster–Shafer evidence theory, a mass function can 
be called as a basic belief assignment (BBA).

Definition 3 (Belief function). Assuming that Ω is the identification frame of the research problem. The belief 
function Bel: 2Ω → [0, 1] is defined as:

               ( ) ( ), .
B A

Bel A m B A
⊆

= ∀ ⊆ Ω∑                                                             (3)

Definition 4 (Dempster’s rule of combination). Assume that there are two independent evidence bodies m1 = 
{A1, A2, …, AN} and m2 = {A1, A2, …, AN} in the identification framework. Dempster’s rule of combination can be 
defined as follows:
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Where K is the conflict coefficient used to indicate the degree of conflict between evidences. The smaller the 
conflict between the evidences, the smaller the K. On the contrary, the greater the conflict between evidences, 
the greater the K. The D-S evidence theory synthesis rule can be seen as an orthogonal sum operation of two evi-
dences, and satisfies the commutative and associative laws. It can expand the synthesis of N evidences.

2.2   Problems with D-S Evidence Theory

When there is a significant conflict between evidences, the results obtained using Dempster’s rule of combination 
often violate common sense. This phenomenon is called “Zadeh Paradox”. Suppose there are two pieces of evi-
dence X1 and X2 under the identification framework Ω = {A, B, C}.

1 1 11: ( ) 0.99,  ( ) 0.01,  ( ) 0.X m A m B m C= = =

2 2 22 : ( ) 0,  ( ) 0.01,  ( ) 0.99.X m A m B m C= = =

We can see that evidence X1 almost fully supports A, while evidence X2 almost fully supports C. Both of 
them have a low level of support for B. By using Eq. (4), we can get that m(A) = m(C) = 0 m(B) = 1.00. It can 
be seen that the evidence after fusion fully supports B, which is obviously inconsistent with the facts. If we add 
another evidence m(A3) = 0.99, m(B3) = 0.01, m(C3) =0 here, the synthesized result is still A, and the error in the 
synthesized result has not been corrected. It can be seen that when Dempster’s rule of combination is used to 
process highly conflicting evidence, results that violate common sense may be obtained. High conflict evidence 
sources or deficiencies in the Dempster’s rule of combination can lead to high conflict in the fusion results.

3.   Evidence Distance Measure 

The cosine distance can also be called cosine similarity. The angle cosine in geometry can be used to measure 
the difference in the direction of two vectors, and this concept is borrowed in machine learning to measure the 
difference between sample vectors. Compared to distance measurement, cosine similarity focuses more on the 
difference in direction between two vectors than on distance or length.

Definition 5 (Cosine distance). Suppose that P = {p1, p2, …, pn} and Q = {q1, q2, …, qn} are two vectors. 
Then the cosine distance of P to Q is defined as:

1

1 1

.
n

k kk
PQ n n

s s s ss s

p q
R

p p q q
=

= =

×
=

× × ×

∑
∑ ∑

                                                       (6)

Definition 6 (Cosine distance between evidences). Define the system identification framework as 
Θ={A1, A2, A3, …, AM}, The system has a total of N evidence bodies E1, E2, E3, …, EN , and their corre-
sponding mass functions are m1, m2, m3, …, mN , respectively, where mi = {mi (A1), mi (A2), mi (A3), …, mi 

(AM)}. Assuming evidence bodies Ei  and Ej , the cosine distance between evidence bodies Ei  and Ej is:    

1
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                                                    (7)

The cosine value range is [−1, 1]. The angle between the two vectors is obtained, and the cosine value cor-
responding to the angle is obtained. This cosine value can be used to represent the similarity of the two vectors. 
The smaller the included angle, the closer it approaches 0 degrees, the closer the cosine value is to 1, and the 
more consistent their directions are, the more similar they are; When the directions of two vectors are completely 
opposite, the cosine of the included angle is taken as the minimum value of - 1; When the cosine value is 0, the 
two vectors are orthogonal and the included angle is 90 degrees.
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Example 1: Assume that in the identification framework Θ = {A, B} has three independent evidence bodies 
m1, m2, and m3. 

1 1 1: ( ) 0.7;  ( ) 0.3.m m A m B= =

2 2 2: ( ) 0.3;  ( ) 0.7.m m A m B= =

3 3 3: ( ) 0.5;  ( ) 0.5.m m A m B= =

The cosine distance between the evidences is: 

12
0.7 0.3 0.3 0.7 0.724.

0.3 0.3 0.7 0.7 0.7 0.7 0.3 0.3
R × + ×

= =
× + × × × + ×

13
0.7 0.5 0.3 0.5 0.928.

0.3 0.3 0.7 0.7 0.5 0.5 0.5 0.5
R × + ×

= =
× + × × × + ×

23
0.3 0.5 0.7 0.5 0.928.

0.3 0.3 0.7 0.7 0.5 0.5 0.5 0.5
R × + ×

= =
× + × × × + ×

4.   Information Entropy

The concept of information entropy was originally proposed by Shannon [26] and used to describe the uncer-
tainty of events. Based on Shannon entropy, Deng proposed a new information entropy called Deng entropy [27] 
which can be use in evidence theory. Deng entropy can effectively measure uncertain information. In evidence 
theory, uncertain information is determined by the basic probability distribution. Therefor we can obtain the 
uncertainty of evidence through the probability distribution of evidence. In this case, using Shannon entropy to 
calculate the uncertainty is equivalent to using Deng entropy to calculate the uncertainty. The following is an in-
troduction to basic concepts.

Definition 7 (Information entropy). Suppose Ai is a subset of the identification framework, and |Ai| represents 
the number of elements in subset Ai., then the information entropy Q(m) is:

( )
( )

( ) log .
2 1

i

i i

A
A Am i

m
mQ = −

−
∑                                                               (8)

In this article, the log function takes a bottom of 10. Because when m(Ai)
 = 0 , the log function has no meaning. 

Therefore, when m(Ai)
 = 0 in this article, the probability is modified to m(Ai)

 = 1×10−12
 . It has been proven that this 

will not affect the calculation results [28]. When subset contains only one element, the information entropy de-
generates to Shannon entropy, and there is:

21
( ) ( ) log ( ).

N

i
Q m m a m a

=
= −∑                                                             (9)

Example 2: suppose there is evidence m2{A, B, C} in the recognition framework Θ

1 1 1 1: ( ) 0.5;  ( ) 0.2;  ( ) 0.3.m m A m B m C= = =

1 1 1 1
0.5 0.2 0.3( ) 0.5log 0.2 log 0.3log 0.4472.

2 1 2 1 2 1
Q m = − − − =

− − −
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Example 3: suppose there is evidence m1{A, B, AC} in the recognition framework Θ 

2 2 2 2: ( ) 0.3;  ( ) 0.4;  ( ) 0.3.m m A m B m AC= = =

1 1 1 2
0.3 0.4 0.3( ) 0.3log 0.4 log 0.3log 0.6160.

2 1 2 1 2 1
Q m = − − − =

− − −

5.   The Proposed Method

This paper proposes an evidence fusion algorithm based on evidence credibility and uncertainty. Credibility is 
calculated by introducing cosine distance. The greater the cosine distance between an evidence and other evi-
dence, the smaller the conflict between the evidence and other evidence, and greater weight should be given to 
this evidence. On the contrary, when the cosine distance between one evidence and the rest of the evidence is 
small, it indicates that there is a significant conflict between this evidence and the rest of the evidence. Therefore, 
it is necessary to give this evidence a small weight. Secondly, information entropy is used to calculate the uncer-
tainty of evidence. Then, the credibility and uncertainty of the evidence are combined to calculate the weight of 
each evidence, and the average weighted evidence is calculated. Finally, the average weighted evidence is fused 
using the Dempster combination rule to obtain the final result. Fig. 1 illustrates the flowchart of the proposed 
method.

5.1   Calculate the Credibility Degree of the Evidences

Step 1-1: By making use of the Cosine distance measure Eq. (7), the cosine distance between the bodies of ev-
idences mi (i = 1, 2, 3, …, N) and mj (j = 1, 2, 3, …, N) can be obtained. After that, construct the cosine distance 
matrix between evidences. A distance measure matrix T = (Rij)N×N  can be constructed as follows:

12 1 1

21 2 2

1 2

1 2

1

1

.
1

1

j N

j N

i i iN

N N Nj

R R R

R R R

T
R R R

R R R

 
 
 
 
 =
 
 
 
  

 

 

     

 

     

 

                                                   (10)

Step 1-2: The average evidence distance Si of the body of evidence mi can be calculated by:

1, ,  1 ;  1 .
1

N
ijj j i

i

R
S i N j N

N
= ≠= ≤ ≤ ≤ ≤
−

∑                                                           (11)

Step 1-3: The credibility degree Bi of the body of evidence mi is defined as follows:

1

,  1 .i
i N

kk

S
B i N

s
=

= ≤ ≤
∑                                                                (12)

5.2   Measure the Information Volume of the Evidences

Step 2-1: The belief entropy of the evidence mi (i = 1, 2, 3, …, N) is calculated by leveraging Eq. (8).
Step 2-2: In order to avoid allocating zero weight to the evidences in some cases, the information volume Umi

 
of the evidence mi can be obtained as below:
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( ) log
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Q m
mU e e i N

−
−= = ≤ ≤

∑                                                  (13)

Step 2-3: The information volume Umi
 of the evidence mi is normalized as below, which is denoted as Vi :

1

,  1 .i

s

m
i N

ms

U
V i N

U
=

= ≤ ≤
∑                                                               (14)

5.3   Generate and Fuse the Weighted Average Evidence

Step 3-1: Based on the uncertainty Vi, the credibility degree Bi of the evidence mi will be adjusted, denoted as 
Ardi :

,  1 .i iiAr V Bd i N= × ≤ ≤                                                                (15)

Step 3-2: The adjusted credibility degree which is denoted as iArd  is normalized that is considered as the fi-
nal weight in terms of each evidence mi :

1

,  1 .i
i N

is

Ard
Ard i N

Ard
=

= ≤ ≤
∑                                                            (16)

Step 3-3: The weighted average evidence WAE(m) can be obtained as follows:

( ) 11
,  1 .

N
m ii

WAM Ard m i N
=

= × ≤ ≤∑                                                      (17)

Step 3-4: The weighted average evidence WAE(m) is fused via the Dempster’s combination rule Eq. (4) by
k-1 times, if there are k number of evidences. Finally, the result of evidence fusion is obtained.

5.4   Algorithm Framework

 

 

 

 The body of evidences 

 Construct the cosine distance ma-
trix 

 Obtain the belief entropy of 
the evidence 

 Calculate the average evidence 
distance  Calculate the information vol-

ume of the evidence 

 Calculate the credibility of the 
evidence 

 Calculate the uncertainty of 
the evidence 

 Adjust the credibility degree of the evidence 

 Normalize the credibility degree of the evidence 

 Obtain the weighted average evidence 

 Combine the weighted average evidence by using Dempster's rule of combina-
tion 

  

  

  

  

 

 

 

Fig. 1. The flowchart of the proposed method
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6.   Experiment Analysis

In order to verify the computational effectiveness of the algorithm proposed in this article, this section conducts 
algorithm analysis through two specific cases. The method used in this article will be compared with algorithms 
proposed in other literature to demonstrate the superiority of this algorithm.

6.1   Experiment 1

Assume that there is a multi-sensor target recognition problem, each sensor can display the relevant data of the 
target type being detected. There are three targets in the identification framework Θ, including A, B and C. The 
system has collected different data from four sensors. The basic probability distribution of each sensor reading is 
shown in Table 1.

Table 1. Basic probability distribution of evidences

Body A B C
m1 0.41 0.29 0.3
m2 0 0.9 0.1
m3 0.6 0.1 0.3
m4 0.8 0.1 0.1

From the Table 1, we can intuitively see that overall, the evidence has a higher probability of determining A.
Next, we will use the improved algorithm proposed in this article to fuse evidence and compare the results 

with those obtained by other algorithms. The calculation process is as follows:

Step1: Calculate the cosine distance between each piece of evidence and construct a cosine distance matrix T 
= (Rij)4×4  as follows:

1.0000 0.3762 0.9806 0.8986
0.3762 1.0000 0.1954 0.1359

.
0.9806 0.1954 1.0000 0.9437
0.8986 0.1359 0.9437 1.0000

T

 
 
 =
 
 
 

Step2: Calculate the average cosine distance Si between pieces of evidence as follows:

1 2 3 40.7518,  0.2358,  0.7066,  0.6594.S S S S= = = =

Step3: Normalize the average cosine distance to obtain the credibility Bi of each evidence as follows:

1 2 3 40.3194,  0.1002,  0.3002,  0.2802.B B B B= = = =

Step4: Calculate the information entropy ( )imQ of each evidence as follows:

1 2 3 4( ) ( ) ( ) ( )0.4472,  0.1412,  0.3900,  0.2775.m m m mQ Q Q Q= = = =

Step5: Calculate the information volume 
imU of the evidence mi as follows:

1 2 3 4
1.5639,  1.1517,  1.4770,  1.3198.m m m mU U U U= = = =
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Step6: Calculate the uncertainty Vi of each evidence as follows:

1 2 3 40.2837,  0.2089,  0.2679,  0.2394.V V V V= = = =

Step7: Integrate the credibility and uncertainty of each evidence as follows:

1 2 3 40.0906, 0.0209, 0.0804, 0.0671.Ard Ard Ard Ard= = = =

Step8: Calculate the adjusted credibility degree iArd  of each evidence as follows:

1 2 3 40.3498,  0.0807,  0.3104,  0.2591.Ard Ard Ard Ard= = = =

Step9: Compute the weighted average evidence as follows:

{ }( ) { }( ) { }( )0.5684,  0.1995,  0.2320.m A m B m C= = =

The weighted averaged mass function is combined with Dempster’s combination rule for 3 iterations, and the 
combined results are shown in Table 2, Fig. 2.

0

0.2

0.4

0.6

0.8

1

1.2

{A} {B} {C} {Θ}

0

0.962 0.982 0.982 0.9885

0

0.2

0.4

0.6

0.8

1

1.2

                          (a) BBAs for different objectives                                                    (b)  BBAs for target A

Fig. 2. The comparison of the fusion results in different methods

Table 2. Fusion results of different algorithms

Method m1, m2 m1, m2, m3 m1, m2, m3, m4

Traditional m(A)=0 m(A)=0 m(A)=0
D-S methods m(B)=0.8571 m(B)=0.6667 m(B)=0.3321

m(C)=0.1429 m(C)=0.3333 m(C)=0.6679

Murphy m(A)=0 m(A)=0 m(A)=0.2062
m(B)=0.1543 m(B)=0.3912 m(B)=0.7864
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m(C)=0.7469 m(C)=0.5079 m(C)=0.1752
   m(Θ)=0.0988 m(Θ)=0.1008 m(Θ)=0.0251
Reference [29] m(A)=0.1176 m(A)=0.5086 m(A)=0.8899

m(B)=0.6013 m(B)=0.2370 m(B)=0.0540
m(C)=0.1398 m(C)=0.2543 m(C)=0.0561
m(Θ)=0.1414 m(Θ)=0 m(Θ)=0

Reference [30] m(A)=0.2551 m(A)=0.6758 m(A)=0.9431
m(B)=0.5000 m(B)=0.0960 m(B)=0.0169
m(C)=0.2449 m(C)=0.2282 m(C)=0.0399

Proposed method m(A)=0.7749 m(A)=0.8988 m(A)=0.9565
m(B)=0.0955 m(B)=0.0389 m(B)=0.0145
m(C)=0.9565 m(C)=0.0145 m(C)=0.0265

6.2   Discussion

As shown in Table 2, of the five algorithms, the Dempster’s combination rule takes C as the target. Murphy’s 
method [24] takes B as the target. Whereas, Reference [29], Reference [30] and the proposed method present rea-
sonable results and recognize the target A.

Among all the algorithms, the algorithm proposed in this article has the highest decision probability (95.65%), 
indicating that the method has the best effect. Among the remaining algorithms, Reference [30] have the medium 
decision probability (94.31%), References [29] has the lowest decision probability of 88.99%.

From this example, it can be seen that the Dempster’s combination rule cannot handle conflict evidence, and 
may result in results that do not match the actual situation. Although the Murphy’s method has improved com-
pared to the Dempster’s combination rule, it still cannot yield correct results. References [29] and Reference [30] 
can select the correct target with a greater probability, but they are not as superior as the methods proposed in this 
article.

6.3   Experiment 2

In order to further verify the superiority of the algorithm proposed in this paper, we conducted a more complex 
experiment with reference to Experiment 1. Assuming there are five sensors in a multi-sensor system and the rec-
ognition framework Θ contains four targets which include A, B, C, AC. The basic probability distribution of each 
sensor reading is shown in Table 3.

Table 3. Basic probability distribution of each sensor reading

Body A B C AC
m1 0.41 0.29 0.30 0.00
m2 0.00 0.90 0.10 0.00
m3 0.58 0.07 0.00 0.35
m4 0.55 0.10 0.00 0.35
m5 0.60 0.10 0.00 0.30

Next, we use the method proposed in this article to fuse these five pieces of evidence and compare them with 
the results obtained by other algorithms. The calculation process is as follows:

Step1: Calculate the cosine distance between each piece of evidence and construct a cosine distance matrix T 
= (Rij)5×5  as follows:
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1.0000 0.5493 0.6479 0.6596 0.6931
0.5493 1.0000 0.1022 0.1507 0.1465

.0.6479 0.1022 1.0000 0.9985 0.9959
0.6596 0.1507 0.9985 1.0000 0.9948
0.6931 0.1465 0.9959 0.9948 1.0000

T

 
 
 
 =
 
 
  

Step2: Calculate the average cosine distance Si between pieces of evidence as follows:

1 2 3 4 50.6375,  0.2372,  0.6861,  0.7009,  0.7076.S S S S S= = = = =

Step3: Normalize the average cosine distance to obtain the credibility Bi of each evidence as follows:

1 2 3 4 50.2174,  0.0799,  0.2311,  0.2360,  0.2383.B B B B B= = = = =

Step4: Calculate the information entropy ( )imQ  of each evidence as follows:

1 2 3 4 5( ) ( ) ( ) ( ) ( )0.4715,  0.1412,  0.5446,  0.5694,  0.5331.m m m m mQ Q Q Q Q= = = = =

Step5: Calculate the information volume 
imU of the evidence mi as follows:

1 2 3 4 5
1.6024,  1.1517,  1.7239,  1.7672,  1.7042.m m m m mU U U U U= = = = =

Step6: Calculate the uncertainty Vi of each evidence as follows:

1 2 3 4 50.2016,  0.1449,  0.2169,  0.2223,  0.2144.V V V V V= = = = =

Step7: Integrate the credibility and uncertainty of each evidence as follows:

1 2 3 4 50.0433,  0.0116,  0.0501,  0.0525,  0.0511.Ard Ard Ard Ard Ard= = = = =

Step8: Calculate the adjusted credibility degree iArd   of each evidence as follows:

1 2 3 4 50.2076,  0.0556,  0.2402,  0.2517,  0.2450.Ard Ard Ard Ard Ard= = = = =

Step9: Compute the weighted average evidence as follows:

( ) 0.5099,  ( ) 0.1767,  ( ) 0.0678,  m( , ) 0.2457.m A m B m C A C= = = =

Finally, the weighted averaged mass function is combined with Dempster’s combination rule for 4 iterations, 
and the combined results are shown in Fig. 3 and Table 4. 
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Fig. 3. The comparison of the fusion results in different methods

Table 4. Fusion results of different algorithms

Method m1, m2 m1, m2, m3 m1, m2, m3, m4 m1, m2, m3, m4, m5

Traditional m(A)=0 m(A)=0 m(A)=0 m(A)=0

D-S methods m(B)=0.8969 m(B)=0.6575 m(B)=0.3321 m(B)=0.1422
m(C)=0.1031 m(C)=0.3425 m(C)=0.6679 m(C)=0.8578

Yager m(A)=0 m(A)=0.4112 m(A)=0.6508 m(A)=0.7732
m(B)=0.2610 m(B)=0.0679 m(B)=0.0330 m(B)=0.0167
m(C)=0.0300 m(C)=0.0105 m(C)=0.0037 m(C)=0.0011
m(AC)=0 m(AC)=0.2481 m(AC)=0.1786 m(AC)=0.0938
m(Θ)=0.7090 m(Θ)=0.2622 m(Θ)=0.1339 m(Θ)=0.1152

Murphy m(A)=0.0964 m(A)=0.4619 m(A)=0.8362 m(A)=0.9620
m(B)=0.8119 m(B)=0.4497 m(B)=0.1147 m(B)=0.0210
m(C)=0.0917 m(C)=0.0794 m(C)=0.0410 m(C)=0.0138
m(AC)=0 m(AC)=0.0090 m(AC)=0.0081 m(AC)=0.0032

Deng et al. m(A)=0.0964 m(A)=0.4674 m(A)=0.9089 m(A)=0.9820
m(B)=0.8119 m(B)=0.4054 m(B)=0.0444 m(B)=0.0039
m(C)=0.0917 m(C)=0.0888 m(C)=0.0379 m(C)=0.0107
m(AC)=0 m(AC)=0.0084 m(AC)=0.0089 m(AC)=0.0034

Zhang et al. m(A)=0.0964 m(A)=0.5681 m(A)=0.9142 m(A)=0.9820
m(B)=0.8119 m(B)=0.3319 m(B)=0.0395 m(B)=0.0034
m(C)=0.0917 m(C)=0.0929 m(C)=0.0399 m(C)=0.0115
m(AC)=0 m(AC)=0.0084 m(AC)=0.0083 m(AC)=0.0032

Proposed method m(A)=0.7979 m(A)=0.9203 m(A)=0.9690 m(A)=0.9885
m(B)=0.0488 m(B)=0.0122 m(B)=0.0029 m(B)=0.0007
m(C)=0.0593 m(C)=0.0353 m(C)=0.0181 m(C)=0.0086
m(AC)=0.0943 m(AC)=0.0328 m(AC)=0.0110 m(AC)=0.0036
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6.4   Discussion

As shown in Table 4, of the six algorithms, only the Dempster’s combination rule takes C as the target, which is 
obviously contrary to people’s intuition. Whereas, Murphy’s method [24], Deng et al.’s method [25], Zhang et 
al.’s method [31], Yager’s method [23] and the proposed method present reasonable results and recognize the tar-
get A.

Among all the algorithms, the algorithm proposed in this article has the highest decision probability (98.85%), 
indicating that the method has the best effect. Among the remaining algorithms, Zhang et al.’s method [31] and 
Deng et al.’s method [25] have the same decision probability (98.20%), Murphy’s method [24] has a lower deci-
sion probability of 96.20%, while Yager’s method [23] has the lowest decision probability (77.32%).

The reason is that the algorithm proposed in this paper not only uses cosine distance to calculate the credibil-
ity of evidence, but also uses information entropy to calculate the credibility of evidence. The evidence weight 
obtained by combining these two aspects is more reasonable than other algorithms. Therefore, after evidence fu-
sion, the improved algorithm obtains better results than other algorithms.

7   Conclusion

In this article, we briefly introduce the basic concepts of evidence theory, cosine distance, and information en-
tropy, and propose an improved conflict evidence fusion algorithm based on cosine distance and information en-
tropy. First, by calculating the cosine distance between each evidence, we obtain the cosine distance matrix, and 
calculate the average cosine distance between the evidence. Normalizing the average cosine distance of evidence 
can obtain the credibility of the evidence. Secondly, calculate the information entropy of each evidence itself, 
and use the information entropy of evidence as an indicator to measure the uncertainty of evidence. Normalizing 
the information entropy of evidence can obtain the credibility of evidence. Then, the evidence credibility and un-
certainty are fused to obtain the corrected evidence credibility. Based on the revised credibility of the evidence, 
we can calculate the average evidence. Using the Dempster’s combination rule to perform multiple rounds of 
fusion of average evidence can obtain the final result. According to the two numerical examples presented in this 
article, the algorithm proposed in this article can well fuse conflict evidence and has a higher decision probability 
compared to other algorithms that fuse conflict evidence.

Considering the high superiority of the algorithm proposed in this paper in handling conflict evidence, we will 
apply this algorithm to more classic conflict cases in future work. The algorithm proposed in this paper is further 
improved in experiments.
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