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Abstract. China is a large agricultural country. Fluctuations in the prices of agricultural products can have 
a significant impact on the income of farmers. It is also a barometer of the agricultural market. Accurate and 
effective price forecasting of agricultural products plays an important role in strengthening agricultural infor-
matization. Therefore, it is important to explore the characteristics and laws of agricultural price fluctuations 
to stabilize agricultural market prices and protect farmers’ incomes. This paper takes the price of pork among 
agricultural products as an example. This paper summarises several key factors that influence pork price 
fluctuations. Ultimately, this paper uses three pig prices, namely Outer Ternary, Inner Ter-nary and Black 
pig, and two feed ingredient prices, namely soybean meal, and maize, for a total of five indicators to forecast 
pork prices. This study uses the Sparrow Search Algorithm (SSA) to optimize the Long Short-Term Memory 
(LSTM) hyperparameters to enhance the forecasting capability of the LSTM. An early warning mechanism 
for pork prices was established to warn of pork price fluctuations. The experimental results verified the pre-
diction accuracy of the proposed model and the effectiveness of the early warning mechanism.
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1   Introduction

China is a large agricultural country. Fluctuations in the prices of agricultural products can have a significant im-
pact on farmers’ incomes and are a barometer of the agricultural market. Accurate and effective price forecasting 
of agricultural products plays an important role in strengthening agricultural informatization. China is also a ma-
jor producer and consumer of pigs, which account for around 60% of total meat consumption and stockpiles. The 
pork industry also plays a pivotal strategic role in China’s national economic and social development and in the 
production and life of urban and rural residents. Based on this, this experiment will take pork prices as an exam-
ple to study the prediction and early warning of agricultural prices.

In recent years, scholars have continued to study forecasting models related to agricultural prices. Kai Ye et 
al. used hog prices, corn prices and bean prices as data sets to predict pork prices, demonstrating that feed ingre-
dient prices and hog prices can be used as features to predict pork prices [1]. However, this experimental data 
was weekly data with a large time span, which may lead to the problem of data discontinuity. Zhang selected 229 
weekly average pork prices nationwide from 1 January 2008 to 1 July 2012 as samples for SVM training and 
testing [2], demonstrating that pork prices can also be predicted using machine learning methods. Wang et al. 
used Census X12- GM (1,1) combination model to forecast pork prices [3], but only for a single feature, without 
considering pork price influencing factors, which may have some bias in long-term forecasting. Yan Guo et al. 
used a mixed model of multiple methods to forecast corn prices [4], which proved that it is feasible to use a com-
bination model to forecast prices. Tang et al. developed a multipole adaptive wavelet recurrent neural network 
model to predict prices by analyzing the variation pattern of prices [5]. This showed that the combined model 
had lower information loss compared to a single model. R. Murugesan used five variants of the LSTM to pre-
dict agricultural prices [6], demonstrating that it is feasible to predict agricultural prices using LSTM correlation 
models.

Agricultural early warning studies mainly include the impact of climatic conditions, environmental changes 
and other factors on agricultural production. Some scholars have used the method of constructing econometric 
models to analyze the mechanism of the impact of drought on wheat, rice and other food crops for early warning 
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of food production [7-8]. Other scholars selected average temperature and other early warning indicators, estab-
lished an early warning indicator system, and constructed an early warning model for agricultural production risk 
early warning [9-10].

The accuracy of LSTM prediction is closely related to the setting of its weights and thresholds. Bioheuristic 
algorithms are an effective method for LSTM parameter optimization. Biological heuristics include genetic algo-
rithm (GA) [11], particle swarm optimization (PSO) [12], bat algorithm (BA) [13], grey wolf optimizer (GWO) 
[14] and sparrow search algorithm (SSA) [15]. The SSA is based on the foraging and anti-predation behaviour of 
sparrow populations and is used to solve the problem of random variation in model input weights and thresholds. 
It has high-performance global search capability, good stability and convergence accuracy [16]. SSA algorithm 
has fast convergence speed and powerful search capability, which overcomes the blindness and uncertainty of 
traditional neural network model parameter selection. Currently, SSA is widely used in non-linear time series 
data processing, such as load prediction [17], stock prediction [18], path planning [19], and optimization detec-
tion [20]. The sparrow search algorithm has significant advantages in terms of convergence speed and search 
accuracy, and its simple structure can accurately cope with complex problems.

Therefore, based on the previous research results, this paper combines the sparrow optimization algorithm and 
long and short-term memory networks. A pork price prediction model based on SSA-LSTM is proposed. The 
main purpose is to solve the problems of a single LSTM model with long training time, insufficient generaliza-
tion ability and difficulty in handling large amounts of level data. This model uses the sparrow search algorithm 
to perform parameter search optimization on the learning rate and the number of neurons in the hidden layer of 
the long and short-term memory network to reduce the training cost of the LSTM [21]. The prediction results 
were compared with five other models to verify the validity of the model. Finally, a black warning model was 
built based on the prediction results to provide early warning on the prediction results and warning on the fluctu-
ation of pork prices. And it provides reliable support for future pork price early warning research.

2   Data and Model Construction

2.1   Data Sources and Pre-processing

The acquisition of pork prices relies heavily on web crawlers, which can also be referred to as web robots. It 
has a wide area of application and is able to retrieve data efficiently. It crawls the data using the acquired link 
address, relies on the web link address to read it and then finds other web links. The whole process can be done 
independently. Crawler technology plays an important role in the current stage of network security and scientific 
research. [22]

The data used in this study comes from the China Pig website (https://www.zhuwang.cc/). This website has a 
huge amount of data on pork prices. The data covers the prices of different breeds of pigs and feed ingredients, 
and is relatively realistic and reliable. This study crawled three types of pig prices, namely, Outer Ternary, Inner 
Ternary and Black pig, and two types of feedstuff prices, namely, corn and soybean meal, to make reasonable 
pork price forecasts. The price data from 2 November 2021 to 3 November 2022 was obtained through data 
crawling. This includes six columns of 367 rows of data for hog prices (external three yuan), hog prices (inter-
nal three yuan), hog prices (ground hogs), corn prices, soybean meal prices and average wholesale pork prices. 
These data are recorded on a day-by-day basis and arranged in a time series. As shown in Table 1.

In the process of analyzing data, missing values in the data may reduce the statistical power of the study sub-
ject or even lead to erroneous results due to biased estimates. Therefore, filling of missing values is very import-
ant. The method used in this study is Multivariate feature imputation, which is mainly done in Python with the 
help of the sklearn library. For a missing value in a feature, the relationship between the feature with the missing 
value and other features is also considered. The other features are used as independent variables and the missing 
value feature is used as the dependent variable. The final modeling is done to predict the missing values in the 
missing value features. The predicted values from the last iteration are filled in the sequence by controlling the 
number of iterations.
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Table 1. The data set used in this experiment

Serial 
number

Date Outer Ter-
nary price

Inner 
Ternary 
price

Black pig 
price

Corn price 
(yuan/0.01t)

Soybean 
meal price 
(yuan/0.01t)

Average whole-
sale price of pork

1 2021/11/2 16.43 16.26 15.83 27.39 38 23
2 2021/11/3 16.39 16.15 15.76 27.64 38.12 22.8
3 2021/11/4 16.26 16.08 15.61 27.39 38.15 23.02
4 2021/11/5 16.48 16.2 15.87 27.44 37.68 23.25
5 2021/11/6 17.08 16.71 16.32 27.38 37.59 23.49
… … … … … … … …
363 2022/10/30 27.1 26.76 26.22 28.97 56.52 34.74
364 2022/10/31 26.59 26.21 25.62 28.93 56.12 35
365 2022/11/1 26.67 26.45 25.76 29.01 55.98 35.43
366 2022/11/2 26.83 26.45 25.82 29.18 55.97 35.37
367 2022/11/3 26.44 26.22 25.7 29.18 56.36 33.67468047

2.2   Long and Short-term Memory Network Model

Recurrent Neural Network (RNN) is a chained network structure consisting of connected recurrent units, which 
was proposed by Elman in 1990 [23]. RNN not only considers the input at the current moment in the learning 
process, but also relies on the hidden state of the previous moment. The RNN is therefore a recurrent neural 
network with a memory function. It is capable of handling problems with time-series information and has been 
widely used in fields such as machine translation [24], speech recognition [25] and speech synthesis [25].

The long short-term memory (LSTM) neural network model was first proposed by Hochreiter et al [26] in 
1997. This model was later improved by Graves et al [27] in 2012 and is a widely known special RNN model.

The LSTM introduces a mechanism for the validity of information over long periods of time. The gradient 
disappearance and gradient explosion problems of RNN models are overcome by adding cells (cells) that store 
long-term valid data and introducing controllable self-looping gates (gates). The mathematical model of the 
LSTM principle is,

(1) Calculate the information to be saved by the input gate

[ ]( ) [ ]( )1 1 1, tanh ,t t t i t t i c t t cC f C W h x b W h x bσ− − −= + + + .                                          (1)

where  Ct  is the cell state information in the LSTM input gate;  Ct −1  is the previous cell state information; Wc  is 
the weight matrix;  bc  is the bias parameter; and tanh is the activation function.

(2) Calculate the information to be removed from the forgetting gate

[ ]( )1,t f t t ff W h x bσ −= + .                                                                 (2)

where  xt  is the input feature vector;  σ  is the sigmoid activation function;  Wf   is the weight matrix for training;  
ht − 1  is the hidden layer information at the previous moment;  bf  is the bias parameter;  ft  is the weight of the re-
tained information.

(3) Calculate the information to be output from the output gate

[ ]( ) ( )1, tanht o t t o th W h x b cσ −= + .                                                           (3)

where  ht  is the output information of the output gate; Wo  is the weight matrix for training; and  bo is the bias pa-
rameter.
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The structure of the LSTM neural network is shown in Fig. 1.

Fig. 1. LSTM neural network structure

LSTM has a strong memory capability when dealing with time series prediction. It is widely used in predic-
tion scenarios with long time intervals and time lags in time series. LSTM adds more neural network layers to the 
neural network. It adds 3 modules with memory functions: memory units, input gates, output gates and forgetting 
gates. Each gate has a different function and selectively allows information to pass through.

2.3   Sparrow Search Algorithm

Sparrow Search Algorithm (SSA) solves the problem of random variation in model input weights and thresholds 
based on the foraging and anti-predation behavior of sparrow populations. It has high performance global search 
capability, stability, and good convergence accuracy.

To accomplish foraging, individual sparrows are usually divided into explorers and followers. In their nat-
ural state, individuals watch each other. Followers in a flock usually compete for the food resources of their 
high-feeding companions in order to increase their own predation rate. While foraging, all individuals are alert to 
their surroundings to prevent the arrival of natural predators.

In SSA, finders with good fitness values are given priority in the search for food. In addition, because the dis-
coverer is responsible for finding food for the entire sparrow population and providing foraging directions for all 
joiners. As a result, discoverers are given a larger foraging search range than joiners. 

During the course of each iteration, the discoverer’s position is updated as described in Equation (6).
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where t represents the number of current iterations. Xi,j is a constant indicating the maximum number of itera-
tions. Xi,j denotes the location information of the ith sparrow in the jth dimension. α ∈ (0,1] is a random number. 
R2 (R2 ∈ [0,1]) and ST (ST ∈ [0.5,1]) denote the warning and safety values, respectively. Q is a random number 
obeying a normal distribution. L denotes a matrix of 1 × d, where each element in this matrix is all 1s. When 
R2<ST, this means that there are no predators around the foraging environment at this time and the finder can per-
form an extensive search operation. When R2 ≥ ST, this means that some sparrows in the population have spotted 
a predator and alerted the rest of the population and that all sparrows need to fly quickly to another safe place to 
forage.

The location update of joiners (followers) is described in equation (7).
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where Xp is the optimal position currently occupied by the discoverer. Xworst , on the other hand, denotes the cur-
rent worst position. A denotes a 1 × d matrix. Each element of the matrix is randomly assigned a value of 1 or -1 

and A+ = AT (AAT)−1. When i>
2
n , this indicates that the ith joiner with a lower fitness value is not getting food and 

is in a very hungry state. At this point, it needs to fly to other places to forage for more energy [28].
When aware of the danger, sparrow populations engage in anti-predatory behavior, the mathematical expres-

sion of which is shown in equation (8).
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Xbest is the current global optimum. β , the step control parameter, is a random number with a normal distribution 
with mean 0 and variance 1. K ∈ [-1,1] is a random number. fi  is the current fitness value of the individual spar-
row.  fg  and  fw  are the current best and worst fitness values, respectively. ε is the smallest constant, which is used 
to avoid zero in the denominator.

For simplicity, when  fi > fg  means that the sparrow is at the edge of the population and is extremely vulner-
able to predators. When  fi = fg , sparrows in the middle of the population are aware of the danger and need to 
move closer to other sparrows to minimize their risk of predation. K indicates the direction of movement of the 
sparrows and is also a step control parameter.

2.4   SSA-LSTM Combined Model Building

Pork prices, as a time series, are influenced by many factors. It is strongly stochastic and volatile. In order to ac-
curately predict pork prices, this paper constructs an SSA-LSTM model based on the LSTM model that performs 
well in time series processing. And it combines LSTM with the sparrow search algorithm with fast fusion, ro-
bustness and stability. This model retains the advantages of LSTM networks which are good at handling time-se-
ries data. SSA is also used to optimize the hyperparameters to ensure that the model can converge to the global 
optimum quickly and stably.

To ensure the stability of the training and the applicability of the model, the data in Table 1 was divided. The 
data was divided into a training set and a test set. The training set contains the first 220 rows of data and the test 
set contains the last 147 rows of data.

In LSTM, hyperparameters such as general learning rate, number of iterations and number of neurons have a 
large impact on the accuracy of prediction results. Therefore, the three parameters in LSTM are used as the opti-
mization variables for SSA.

The pseudo-code for the SSA-LSTM optimization parameters is shown in Table 2. The steps of the optimiza-
tion process are as follows.

Irandomly initialise the sparrow positions according to the range of values taken for the hyperparameters such 
as learning rate, number of training sessions and number of neurons of the LSTM network.

Update the discoverer, joiner and vigilante positions and calculate the fitness value in the iteration.
Output the global optimal sparrow position at the end of the iteration to obtain the optimal parameters of the 

LSTM network.
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Table 2. Pseudo-code for SSA-LSTM optimization parameters

Algorithm 1. The core algorithm of SSA-LSTM
Input: train_data, train_label, test_data, test_label
Output: bestX, Convergence_curve, result 
1: Sparrow population initialisation
2: for t ←M # This section is a change of position for the discoverer (explorer).
3:     do discoverer (explorer) location update.
4:     if r2 < 0.8 # Early warning values are low and no predators are present.
5:         do The discoverer changes position and updates the new fitness value.
6:     else # The early warning value is high. This indicates that the presence of a predator is threatening the safety of 
the population and that it needs to forage elsewhere.
7:         do The discoverer changes position and updates the new fitness value.
8:     end if
9:     for i ←pNum + 1to pop # This section shows the change of position of the joiners (followers).
10:         if  i > pop / 2 # This part of the sparrow is in a very hungry state (because their energy is very low, repre-
senting a very low adaptation value).
11:             do #Sparrows need to forage elsewhere.
12:         else #This section of followers forages around the best finders. During this time they are likely to have food 
fights, turning themselves into producers.
13:             do Determine if the boundary is exceeded and calculate the fitness value.
14:         end if
15:     Aware of the danger a part of the sparrow updates its position.
16:     Optimal solution update.
17: return bestX, Convergence_curve, result

3   Model Evaluation Indicators

In predictive regression tasks with continuous values, evaluation metrics are often used for validation in order to 
analyze the accuracy and certainty of the model. Common evaluation metrics are Mean Absolute Error (MAE), 
Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). When the magnitudes are dif-
ferent, RMSE, MAE and MSE are difficult to measure the effectiveness of the model. Therefore, R2_score is 
introduced in this paper.

3.1   R2_score

R2_ score, is coefficient of determination. It is a measure of the proportion of the total variation in the dependent 
variable that can be explained by the independent variable through the regression relationship.

             2 1 SSER
SST

= − .                                                                         (7)
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Of which, SSE stands for the sum of squared residuals. SST stands for the sum of squared total deviations. SSR 
refers to the regression sum of squares. y  denotes true observations. y  denotes the mean of the true observa-
tions. ŷ  denotes the fitted value.
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SSR is the sum of squared regressions, which refers to the error of the estimate from the mean. It can reflect 
the sum of squared deviations from the degree of correlation between the independent and dependent variables.

SSE is the sum of squared residuals, which refers to the error of the estimated value from the true value. It can 
reflect the degree of model fit.

SST is the sum of squared total deviations and refers to the error between the mean and the true value. It can 
reflect the degree of deviation from mathematical expectations.

When R2_score = 1, the predicted and true values in the sample are exactly equal and there is no error. This 
also indicates that the better the independent variable explains the dependent variable in the regression analysis, 
the better the model fits the data [29]. When R2_score = 0, the numerator equals the denominator and each pre-
dicted value in the sample is equal to the mean value.

3.2   MAE

Mean Absolute Error (MAE), is the average of the absolute errors. It can better reflect the actual situation of the 
error of the predicted value.

1

1 ˆ
n

i i
i

MAE y y
n =

= −∑ .                                                                  (11)

Of which,  yi   denotes true observations, ŷ  denotes the fitted value.

3.3   RMSE

Mean Square Error (MSE) is the square of the difference between the true value and the predicted value, then 
averaged over the sum. It is generally used to detect deviations between the predicted and true values of a model, 
and the use of RMSE is very common in regression. It is considered to be an excellent general error measure for 
numerical prediction, both in statistics and machine learning. A high RMSE indicates a large deviation between 
the predicted and actual values [30]. another important property of the RMSE is the fact that the error squared 
implies that greater weight is assigned to larger errors. In contrast, Root Mean Square Error (RMSE) is the root 
mean square error open sign. The Root Mean Square Error represents the sample standard deviation of the differ-
ence between the predicted value and the observed value.
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Of which,  yi  denotes true observations, ŷ  denotes the fitted value.

3.4   MAPE

Mean Absolute Percentage Error (MAPE). Theoretically, the smaller the MAPE value, the better the prediction 
model fits and the better the accuracy.

1

ˆ1 n
i i

i i

y y
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n y=

−
= ∑  .                                                               (14)

Of which,  yi   denotes true observations, ŷ  denotes the fitted value.
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4   Empirical Studies

4.1 Comparative Analysis of Model Predictions

Fig. 2 shows the pork price prediction results of the SSA-LSTM model. The prediction evaluation metrics 
for each prediction model are shown in Table 3. MLP is an earlier model applied to prediction, with values of 
0.155565321, 5.565072, 4.893069 and -1.09843 for its four evaluation metrics. relatively high values of MAPE, 
RMSE and MAE indicate that MLP prediction errors are more pronounced. the LSTM model is the most classi-
cal methods, but in this experiment, the predictive ability was not significantly enhanced. The predictive power 
of the Bi-LSTM was significantly improved compared to the LSTM, with values of 0.074215161, 2.829802, 
2.355783 and 0.440825 for the four evaluation metrics, respectively. GRU is an optimized model based on the 
LSTM. The values of MAPE, RMSE, MAE and R2 are 0.070951906, 2.611833, 2.23938 and 0.52365 respec-
tively. The prediction ability of the model is significantly improved after applying the population intelligence 
algorithm to optimize the LSTM. the values of the prediction evaluation indicators of the IPSO-LSTM model are 
0.05319370432748787, 2.1462281624115804, 1.7040217828007949 and 0.6878919777597307. This significant-
ly outperformed the classical prediction method and illustrated the effectiveness of the population intelligence 
algorithm in optimizing the parameters of the LSTM model. The SSA-LSTM model proposed in this paper uses 
a new type of SSA to optimize the LSTM, and its prediction results are further improved compared with IPSO-
LSTM. The values of MAPE, RMSE, MAE and R2 corresponding to the SSA-LSTM model are 0.001948241, 
0.087956, 0.061099 and 0.999476 respectively. The examples of the four metrics show that the errors between 
the predicted and actual values of the SSA-LSTM are small. And the prediction accuracy of SSA-LSTM is high-
er than other models, and the model has a strong fitting ability.

Fig. 2. Pork price forecasting results from SSA-LSTM model

Table 3. Predictive evaluation indicators for each model

MAPE RMSE MAE R2
SSA-LSTM 0.001948241 0.087956 0.061099 0.999476
IPSO-LSTM 0.05319370432748787 2.1462281624115804 1.7040217828007949 0.6878919777597307
GRU 0.070951906 2.611833 2.23938 0.52365
Bi-LSTM 0.074215161 2.829802 2.355783 0.440825
LSTM 0.13260507 4.77547 4.175694 -0.5452
MLP 0.155565321 5.565072 4.893069 -1.09843
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According to the above analysis, the SSA-LSTM model is more effective and has higher prediction accuracy 
than the traditional network model when dealing with time series data.

4.2 Predicted Results

In order to verify the short-term and long-term forecasting effects of the SSA-LSTM model. Based on the model 
built in the previous section, this paper predicted the pork prices in the coming week as well as the next 30 days 
respectively. The actual prices were also checked through the internet. The comparison graphs between the real 
price and the predicted price are shown in Fig. 3 and Fig. 4.

Fig. 3. Short-term forecast results for pork prices in a week’s time

Fig. 4. Long-term forecast results for pork prices in one month’s time
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In Fig. 3 and Fig. 4, the square points represent the real pork price values and the circular points represent the 
predicted pork price values. As can be seen from the graphs, in the short-term forecast (predicting the price af-
ter one week), the pork price curve predicted using the SSA-LSTM model can basically fit the curve of the real 
price. In the long-term forecast (after 30 days), the SSA-LSTM model can be used to predict a pork price curve 
that largely mimics the real price trend. However, it is still clear from the long-term forecast change graph that 
the forecast curve does not fit the true price well.

5   Design of an Early Warning Mechanism for Price Fluctuations

5.1   Early Warning Mechanism Design

As shown in Fig. 5, the methods of economic early warning can be divided into five categories based on their 
mechanisms. Of these, the yellow warning method, where the warning is based primarily on warning signs. The 
black warning method, where the warning is based directly on the time series fluctuation pattern of the warning 
indicators. The red warning method, which estimates the warning situation after identifying the warning signs 
and various environmental and social factors. The green warning methods: mainly used for green crop warnings. 
The white warning methods, which rely on measurement techniques to warn of fixed influences.

Fig. 5. Five economic warning methods

The price data in this study is mainly sourced from web crawlers and has a more complete time series. It is 
also able to analyse the volatility characteristics of the data better. Therefore, this study adopts an early warning 
method that fits better with the data, namely the black warning method. This method does not focus on what 
causes changes in the warning indicators. It focuses only on the changes in the warning Instance over their time 
series and from this, it looks for their intrinsic patterns, i.e., cyclical volatility characteristics.

An warning Instance is an indicator that responds to the presence or absence of an alarm in pork price fluc-
tuations. It is mainly based on growth rate indicators. This is because the use of growth rate indicators not only 
addresses the impact of the unit, but also makes it easy to determine the warning limit and the warning degree. In 
economic indicators, growth indicators show growth in absolute terms and growth rate indicators tend to show 
volatility. Pork prices are growth indicators in terms of their overall trend. Therefore, in this study, volatility is 
used as an indicator of alertness, and the conversion is shown in equation (15).

( )1ln ln 100%t t tR P P−= − × .                                                              (15)

In equation (14), Rt represents volatility. Pt   and Pt−1 represent the prices at the previous and subsequent mo-
ments respectively.

A warning instance is a situation in which the economy is operating abnormally. Generally, warning instances 
are measured by growth rates or ratios. This study uses price volatility as a warning instance for pork price warn-
ing. This indicator reflects changes in the supply and demand of agricultural products. Under normal circum-
stances, prices of agricultural products fluctuate within a certain range, and market price risk occurs when prices 
fluctuate outside this range. Depending on the alarm situation, the corresponding light and the current status are 
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determined. A negative heavy alarm corresponds to a white light, which means that excessive price in-creases. A 
negative light alarm corresponds to a blue light, which means that faster price increases. No alarm corresponds 
to a green light, which means that prices are stable. A positive light warning corresponds to a yellow light, which 
means that faster price drops. A positive heavy warning corresponds to a red light, which means that excessive 
price de-creases.

The warning limit serves as the boundary that classifies the presence or absence of an alert and is the basis for 
determining the level of alert. In a mature market economy, the price of a commodity accurately reflects market 
supply and demand. An equilibrium market does not strictly require prices to be fixed, but allows for slight up-
ward and downward price fluctuations around the equilibrium point. The slight fluctuation of prices around the 
equilibrium point indicates that price signals are able to reflect the contrasting forces of supply and demand in 
the market in a timely and sensitive manner. Market participants are also able to adjust the level of supply and 
demand in time to bring the market back to equilibrium. As can be seen, the warning indicators of price volatil-
ity are bi-lateral with alarms, not no volatility is reasonable, therefore, it is necessary to specify the interval of 
normal price volatility. This study will use the plurality principle, the half principle and the minority principle to 
classify the alert limits. The warning degree refers to the level of severity of the harmful consequences caused by 
the occurrence of a risk (or hazard) and is determined after taking into account the nature, severity, controllability 
and scope of the consequences.

Under the influence of market economy conditions, the fluctuation of pork prices in China mainly fluctuates 
with the change of supply and demand in the market. When the price of pork is too high or too low it means that 
the pork market is in a state of being too cold or too hot. Therefore, when building a price warning model, it is 
necessary to find the equilibrium point of the market, and then use the equilibrium point as the centre to build a 
two-sided warning model with alarms. The equilibrium point is used to establish the warning limit range, with 
the negative warning limit range representing low pork prices, an overly cold market and a decrease in producer 
motivation. The positive warning limit range represents a high pork price, an overheated market and a reduced 
desire to buy. The warning Instance, warning limit, warning degree and warning light information in this experi-
ment is shown in Table 4.

Table 4. Comparison table of warning situation and warning limit range, warning level

Warning instance Warning limit 
range (%)

Warning 
degree

Warning limit 
division principle State Warning 

light

Negative heavy warning (-∞, -1.01) -2 Minority principle Excessive price increases White light

Negative light warning [-1.01, -0.26) -1 1/5 principle Faster price increases Blue light

non-warning [-0.26, 0.4] 0 Moiety Rules Price stability Green light

Positive light warning (0.4, 0.93] 1 1/5 principle Faster price drops Yellow light

Positive heavy warning (0.93, +∞) 2 Minority principle Excessive price decreases Red light

The evaluation of the warning accuracy of the black warning model requires the use of the constructed black 
warning model to make predictions on the training set data. Find the warning limit range corresponding to the 
predicted value and get the warning degree corresponding to the risk level. At the same time, the corresponding 
real data values and risk levels for the predicted time period are obtained and compared with the predicted warn-
ing levels. This is used to determine whether the warning system can reliably issue warning messages.

5.2   Early Warning Experiments

The SSA-LSTM pork price forecasting method obtained by comparison in the previous paper is used to forecast 
pork prices. The predicted price data from the previous paper’s short-term and long-term forecasts were selected 
to obtain the daily price volatility. And the predicted and actual warnings were judged with the help of the set 
warning limit intervals. Table 5 and Table 6 show the forecast price, actual price, volatility and warning informa-
tion for the short-term and long-term forecasts respectively.
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Table 5. Pork price volatility warning in short-term forecasts

True value Volatility Warning rank Predicted value Volatility Warning rank True value
2022/11/4 35.14 35.048325
2022/11/5 35.52 0.46712 Yellow light 35.38955 0.420777299 Yellow light
2022/11/6 35.24 -0.34371 Blue light 35.18017 -0.25771066 Green light
2022/11/7 35 -0.29679 Blue light 35.002823 -0.21948619 Green light
2022/11/8 34.61 -0.48664 Blue light 34.64201 -0.44999892 Blue light
2022/11/9 34.41 -0.25169 Green light 34.46821 -0.21843525 Green light
2022/11/10 34.15 -0.3294 Blue light 34.21835 -0.31596661 Blue light

Table 6. Pork price volatility warning in long-term forecasts

True value Volatility Warning rank Predicted value Volatility Warning rank True value
2022/11/4 35.14 34.94727
2022/11/5 35.52 0.46712 Yellow light 35.34841 0.495662833 Yellow light
2022/11/6 35.24 -0.34371 Blue light 35.13676 -0.26081714 Blue light
2022/11/7 35 -0.29679 Blue light 34.8348 -0.37483908 Blue light
2022/11/8 34.61 -0.48664 Blue light 34.35546 -0.60175536 Blue light
2022/11/9 34.41 -0.25169 Green light 34.15991 -0.24790501 Green light

2022/11/10 34.15 -0.3294 Blue light 33.922 -0.3035268 Blue light
2022/11/11 33.64 -0.65347 Blue light 33.6409 -0.36138438 Blue light
2022/11/12 33.89 0.321558 Green light 33.73054 0.115568794 Green light
2022/11/13 34.11 0.281015 Green light 33.78675 0.072312436 Green light
2022/11/14 33.3 -1.04375 White light 33.00199 -1.020629 White light
2022/11/15 33.59 0.376577 Green light 32.95948 -0.05597771 Green light
2022/11/16 33.3 -0.37658 Blue light 32.79248 -0.22060889 Green light
2022/11/17 33.56 0.337772 Green light 33.18396 0.515394887 Yellow light
2022/11/18 34 0.565696 Yellow light 33.57287 0.506025759 Yellow light
2022/11/19 33.32 -0.87739 Blue light 32.86285 -0.92832443 Blue light
2022/11/20 33.23 -0.11747 Green light 32.68848 -0.2310498 Green light
2022/11/21 33.53 0.390321 Green light 32.96492 0.365729958 Green light
2022/11/22 33.51 -0.02591 Green light 33.06324 0.129338346 Green light
2022/11/23 33.4 -0.1428 Green light 32.9537 -0.14412259 Green light
2022/11/24 33.45 0.064966 Green light 32.87701 -0.101187 Green light
2022/11/25 33.23 -0.28658 Blue light 32.69987 -0.23462876 Green light
2022/11/26 33.28 0.065298 Green light 32.79796 0.130080577 Green light
2022/11/27 32.7 -0.76356 Blue light 32.32637 -0.62898924 Blue light
2022/11/28 32.82 0.159082 Green light 32.48794 0.216523495 Green light
2022/11/29 32.44 -0.50577 Blue light 32.26611 -0.29755644 Blue light
2022/11/30 32.18 -0.34948 Blue light 31.98779 -0.37623738 Blue light
2022/12/1 31.87 -0.4204 Blue light 31.76092 -0.30911623 Blue light
2022/12/2 32.18 0.420398 Yellow light 32.01978 0.352526977 Green light
2022/12/3 31.78 -0.54321 Blue light 31.7825 -0.3230288 Blue light

As can be seen from Table 5 and Table 6, the short-term predicted values using SSA-LSTM are within 
0.07yuan of the true values. The difference between the long-term predicted value and the true value using SSA-
LSTM forecasting was within 0.3yuan. The difference between the predicted, actual price of pork and its cor-
responding volatility is not significant. There is some referenceability in classifying the volatility through the 
Warning limit range.
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6   Conclusion

This study uses pork prices as an example to study the prediction and early warning of agricultural commodity 
prices. Relevant factors affecting pork prices were selected to produce a dataset for model training and testing. To 
address the problem that the selection of hyperparameters in LSTM networks is often based on subjective experi-
ence and existing research, this study proposes an SSA-LSTM model for pork price prediction. This model uses 
the sparrow search algorithm to optimize the parameters of the LSTM model, objectively explaining the origin of 
the model network structure and parameter settings. The process minimises the influence of human factors on the 
pork price forecasting process and improves the generalisation ability and forecasting effectiveness of the model. 
This study also developed a black warning model for pork price volatility. Based on the prediction results of the 
combined time series forecasting model, a black warning model was constructed to complete the study of the 
black warning mechanism. The price volatility is used to delineate the warning limit range, determine the degree 
of warning, and forecast the warning results with the signal light color. From the results, it can be concluded that 
the greatest thing about the black warning mechanism for pork prices is that the warning information is relatively 
simple, and only uses the data historical information change pattern to do related calculations. This does not need 
to take into account the influence of external factors and does not take into account information from other rele-
vant indicators. This has some applicability and reference in the future for pork traders to develop price strategies 
and avoid price risks. Given the powerful self-learning capability, good generalization ability and high adjusta-
bility of the neural network, this study can be further improved in the future.
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