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Abstract. In order to solve the problems of missing detection due to overlap and occlusion of contraband in
X-ray images and low accuracy of small object detection, we propose a single-stage object detection frame-
work based on PP-YOLO. Compared with the traditional prohibited item detection algorithm, it adds CBAM
module on the basis of ResNet50 feature extraction network to enhance the feature extraction ability; For
increasing the detail features of the detection layer, MSF module is introduced into FPN, which fuses the
feature map with accurate position information in the lower layer and the feature map with strong semantic
information in the higher layer; The partial convolution of backbone is improved to CompConv to accelerate
the processing speed of the model, which compresses the network structure and improves the inference speed
without losing performance. The results show that the mAP of the improved network for prohibited item de-
tection is 94.67%, and the processing speed reaches 45 FPS, which means that the recognition accuracy and
reasoning speed of this method have been improved to some extent.
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1 Introduction

Although X-ray contraband detection has been widely used in the security detection process of public transpor-
tation and key public places, the manual detection is still the main process of X-ray image detection, which not
only has low detection efficiency, but also inevitably leads to problems such as wrong detection and missing
detection, in order to reduce the problems of false and missing detection of contraband in the security inspection
process, this paper studies these problems in the security inspection process, so as to make travel safer and more
reliable. Recently, under the development of computer software and hardware and deep learning technology,
detection technology based on computer vision has been widely used in industry, agriculture, security and other
fields and achieved good results. Some scholars have also applied it to prohibited item detection, among which
Turcsany et al. [1] applied the classical BoVW model, which had a series of feature point detectors and descrip-
tors, and was supported by support vector machine and random forest, and achieved more accurate detection
results on large X-ray baggage image datasets; According to the shape information of contraband, Literature [2]
proposed to use implicit shape model for threat detection, which was based on visual vocabulary and a genera-
tion structure. The detection effect was better on the dataset including blades, darts and pistols, but the dataset
used was simple and cannot verify the recognition effect in real scenes; Multi-view detection [3, 4] can provide
more abundant information than single view detection. Multi-view detection can suppress false alarm informa-
tion and provide more accurate detection results, but the design of multi-view system is more complex; Aiming
at the subjectivity, missed judgment and misjudgment in manual detection, Wang [5] and others effectively dis-
tinguished different kinds of contraband based on Tamura texture and random forest X-ray picture foreign body
classification method in 2017; X-ray images are different from ordinary images, there are some problems such as
unclear edges and cluttered background. In order to solve the problem of unclear contour of the detected object,
Literature [6] proposed a foreground and background segmentation method based on color information. The rec-
ognition accuracy rate is 77% in a dataset containing 32253 subway security detection images by a deep convo-
lutional neural networks (DCNNs) based on Faster-RCNN.
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Factors such as occlusion and overlap of objects in X-ray images are a major obstacle to object detection. In
order to solve such problems, Galvez et al. [7] proposed a object detector based on YOLO [8] in 2019 for pro-
hibited item detection, and found that training detectors from scratch is better than transfer learning; Small ob-
ject detection has always been a difficult problem in object detection. With the purpose of improve the detection
accuracy of small objects, Ji et al. [9] proposed a feature fusion object detection algorithm for image sub-regional
detection in 2019. On the basis of SSD (Single Shot Multibox Detector) detector, shallow and deeper features
were fused to improve the receptive field of shallow feature map and improve the detection effect of small in-
stances; For the same purpose, Literature [10] established an automatic detection model based on feature fusion
FSSD system, and used hole convolution semantic enrichment module (SEM) to extract low-level features and
fuse high-level features to achieve effective detection; In 2021, Guo [11] and others proposed YOLO-C detection
network on the basis of YOLOv3, which optimized the feature extraction ability of the model through feature
enhancement module, and enhanced the linear expression ability of the model by feature fusion, and finally
achieved good detection for small objects.

Some scholars have applied image segmentation technology to the field of object detection, and achieved
good detection results. Chouai et al. [12] combined DCNNs with antagonistic self-encoder as a powerful feature
extractor, and segmented the image into possibly overlapping areas and organic and inorganic images. According
to different area information, better prohibited item detection results have been achieved; Literature [13] applied
semantic segmentation to detect contraband multi-targets, and empty pyramid convolution module to improve
the ability of multi-scale information mining, but the detection time was too long to meet the real-time require-
ments.

Different materials have different colors in X-ray imaging. Based on the idea of material classification,
Literature [14] proposed XMC RCNN network to separate overlapping X-ray images and obtained renderings of
different materials, which achieved higher detection accuracy; Based on the contour information of contraband,
Hassan et al. [15] introduced to use the object boundary-driven framework for processing in 2020, and transmit-
ted the generated contour suggestions to the neural network for recognition, which achieved good recognition
effect, but the boundary contour was unclear in the case of overlap and the recognition effect was poor.

To sum up, there are many factors in the segmentation of X-ray images, such as high target overlap and un-
even scales, which result in poor detection accuracy of contraband targets, dithering detection accuracy and high
miss rate of small targets. Three improvements have been made to solve these problems:

(1) Add attention mechanism to improve the performance of feature extraction network.

(2) The MSF module is introduced into the FPN to fuse the high and low level features, and the pr-ecise posi-
tion information is integrated into the higher level features.

(3) The partial convolution of the backbone is improved to CompConv (CC) to speed up the model process-
ing.

The organizational structure of the article is as follows:

The first part is the introduction, which briefly introduces the research methods in the detection of contraband
and some problems that need to be solved.

The second part is related work, which reviews the research work done by previous researchers and introduces
the relevant technologies used in this paper.

The third part introduces the network structure of this paper, including feature extraction network, feature fu-
sion module, detection head and other components.

The fourth part analyzes and improves the network model, proposes the improvement methods according to
the existing problems, and introduces the functions of the improved parts one by one.

The fifth part is the data set and data processing part used in the experiment. In the data processing part, a new
data generation method is proposed.

The sixth part is the analysis of the experimental results. Comparative experiments are carried out on several
networks, and the effectiveness of the proposed improvements is verified.

Finally, the conclusion part summarizes the proposed network, summarizes the limitations of the current work,
and looks forward to the future research direction.

2 Related Work

2.1 X-ray Prohibited Item Detection
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Object detection is one of the three major tasks of computer vision, which is usually described as a classification
problem based on sliding window in the early days, object detection. With the rapid development of computer
hardware and the rise of neural networks, CNN-based methods gradually replace the early detection methods.
This method can be subdivided into two categories: one is based on regional proposal, such as RCNN [16-18]
series and other typical double-stage detection networks. The other type does not need regional proposals, such
as YOLO [19-22] series and SSD [23], Retina-Net [24] and other single-stage detection networks. The method
based on RPN usually has higher accuracy than the method without proposal, but the latter has higher detection
speed, so the two methods have their own advantages. Literature [25-27] applied a typical single-stage detection
network to detect dangerous articles, which was improved on the premise of ensuring the detection speed and im-
proving the detection accuracy of contraband. Wu et al. [28] improved the double-stage detection network Faster-
RCNN to realize accurate detection of contraband. Some scholars have applied image segmentation technology
to the detection of prohibited item. Literature [29] introduced semantic segmentation to extract and classify the
region of interest in X-ray, and finally realized the effective recognition of contraband. However, such methods
consume more computing resources and are difficult to deploy in practice.

2.2 Feature Fusion

In the process of feature extraction, feature images with different resolutions contain different semantic infor-
mation. The feature map with higher resolution has more accurate position information, while the feature map
with lower resolution contains abundant semantic information although the detail information is lost serious-
ly. Therefore, the fusion of features with different resolutions can effectively improve the detection accuracy.
Literature [30-34] used feature fusion to enhance the semantic information contained in the feature map and im-
proved the accuracy of detection and segmentation tasks.

Inspired by the above ideals, we proposes a single-stage detection network based on PP-YOLO network,
which is suitable for X-ray contraband recognition. Attention mechanism and feature fusion technology are used
to enhance the learning ability of the model. After verification, the method can effectively detect prohibited item.

3 Network Architecture

The overall algorithm framework is shown in Fig. 1. The design is based on PP-YOLO, and is improved and re-
designed from the following aspects:

(1) Feature Extraction Network: ResNet 50 is chosen as the feature extraction network. Compared with the
large darknet53 network, ResNet network has fewer parameters, wider application scenarios and diversified
branches.

(2) FPN module: FPN is feature pyramid network, which is mainly used to fuse feature maps with different
resolutions generated by feature extraction network. Feature maps with larger resolution have accurate position
information, while feature maps with smaller resolution have strong semantic information. Using FPN can effec-
tively improve model performance.

(3) Detection head: The detection head consists of two convolutional layers, a 3 X 3 convolutional layer and
a 1 x 1 convolutional layer. The fused features are processed by the two convolutional layers and the results are
output. If there are K categories, the output dimension is 3x(K+5).

(4) MSF Module: The MSF Module further enhances the feature map generated by FPN, and the feature map
with richer semantic information is produced by fusing the lower-level feature map with the higher-level feature
map.

Feature Pyramid
Head

—_—

Max pool
CBAM r

-l First Conv

Fig. 1. Network structure image
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The steps of X-ray image prohibited item detection by this framework are as follows:

Step 1. Extract the original X-ray image features by improved feature extraction network, that is, output corre-
sponding feature maps (C1, C2, C3, C4, C5) in five stages respectively by apply ResNet 50.

Step 2. Generate feature maps (P5, P4, P3) with different resolutions through FPN network.

Step 3. Send the feature map of C1 layer to MSF module for processing, generate three feature maps with the
same dimension and size as P3, P4 and PS5, and fuse them (dimension splicing), and finally generate three feature
maps of N3, N4 and N5.

Step 4. Use the detection head to predict the class and position information, and generate the class and accu-
rate position information of contraband.

4. Analysis and Improvement of Network Model

The general object detection network needs to be adjusted or improved to obtain better accuracy when it is ap-
plied to a specific task. For the application of contraband recognition in X-ray images, this part elaborates the
targeted model adjustment and optimization process based on PP-YOLO in detail.

4.1 Feature Extraction Network Combined with CBAM

In order to enhance the feature extraction ability of ResNet backbone network, and solve the loss problem caused
by different contributions of features of different channels and spatial positions to the final recognition results,
CBAM (Convolutional Block Attention Module) [35] module is introduced into the feature extraction network,
which is an attention mechanism module combining spatial and channel. This module is simple and effective for
feedforward CNN, and its structure is shown in Fig. 2:

Input Refined

Feature Channel Feature
Attention

Fig. 2. The structure of CBAM module

CBAM consists of two parts, namely channel attention module and spatial attention module, and its structure
is shown in Fig. 3 and Fig. 4:
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Fig. 3. Channel attention module
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In the channel domain, the feature F aggregates the spatial information of the input feature through average
pooling and maximum pooling, and outputs the processed maximum pooling feature F,, and average pooling

feature F,, by Sigmoid activation function o. The channel attention feature M, (F)) can be expressed by Equation
1:

M (F)=o(MLP(MaxPool(F))+ MLP(AvgPool(F)))

1
= oW,y (FS ) + W0V, (F5,) o

W, and W, are two layers in MLP. The values of W, and W, can be obtained by learning, and can be obtained
M, (F) in channel domain by average pooling and maximum pooling.
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Fig. 4. Spatial attention module

In the spatial domain, the Fy, and Fj, obtained by maximum pooling and average pooling in the channel

dimension, and the obtained spatial attention feature M, (F) can be expressed by Equation 2:
M (F)=o(f" ([Fags Fou D) )

Where o is the Sigmoid activation function. The average pooled and maximum pooled feature maps are used
with 7 x 7 convolutional kernels (Compared with 3%3 convolutional kernels, large convolutional kernel has
better effect), the calculated feature map is activated by Sigmoid function, different weights are generated at dif-
ferent spatial positions, and the weights are multiplied by the feature map after passing by channel attention at
corresponding positions to generate the feature map containing both channel attention and spatial attention.

Two CBAM modules are introduced into the feature extraction network, which are after the first convolutional
layer before the maximum pooling layer and before the last pooling layer. Because this design would not change
the structure of block in ResNet, that is, it would not change the structure of ResNet network, and it can use
pre-training parameters without training from scratch, which can speed up the convergence of the model.

4.2 Network Model Compression with CompConv

The backbone network is composed of five residual blocks, which contains more convolutional layers, and the
calculation of convolutional layers is time consuming. In order to detect prohibited item in real time, reduce the
calculation amount of the model and speed up the inference, CompConv [36]is used to upgrade some common
convolutional blocks in backbone, which can improve the running speed of the network without losing accuracy.
CompConv uses divide-and-conquer method to simplify the generation of feature map, and integrates the input
feature map into the output to effectively inherit the input information. Its structure is shown in Fig. 5.
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Fig. 5. CompConv core unit

To generate a feature map X of C channel, we can choose to generate two feature maps X, and X , both of X,
and X, have a number of channels of C/2, and then combine the two together by the following equation 3:

X=X, +WX, . 3)

which “+” means splicing along the dimension direction, and W is a learnable parameter. Equation 3 embodies
the core idea of CompConv, which means that it is completely mapped from a subset of input features and can
inherit part of the original input information, and X, represents features transformed from input features by con-
volutional blocks. According to Equation 3, the re-operation of Xj can be subdivided into two parts, as shown in
Equation 4:

XB‘ :XA1+1 +VVi+1XBi+| (1: 09 [ERE] d_ 17) N (4)

Where d is recursive depth, A0 is treated differently as shown in Fig. 5 because there are many channels. If
some channels are directly copied as A0, a lot of redundant information will be generated, so A0 is transformed
from B0 by convolution.

CompConv carries out feature mapping based on divide-and-conquer method, so how to divide channels
affects computational efficiency and learning ability. C;, and C,, are used to represent the number of input and
output channels respectively, and C;, is the smallest computing unit (such as Xj,) when d = 3 in Fig. 5, so the
relationship between output C,, and C_;,, can be described by Equation 5:

prim

d
Cout = Z 21 Cprim . (5)

i=1

It can be deduced from Equation 6:

C(ml
|| ©

It can be seen from Equation 6 that C,;, is highly dependent on recursive depth d, which is also a super pa-
rameter of CompConv. Larger d corresponds to higher compression ratio, and the selection of recursive depth d
can be described by Equation 7:
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C
d = max(log, (max(1,—*

N+1,3) . )

0

Where C, is the model-specific design choice, which is determined by the target compression ratio and the
model size. In ResNet, C,= 128 is selected, assuming that both the input and output resolutions are H x W, and
the computational complexity of ordinary convolution and CompConv is expressed by Equation 8 and 9, respec-
tively:

0 :HXWXKZXCinXCout . (8)

conv

0,

CompConv

d-1
= H X W X K2 X (Cin X Cpr[m + z (21 Cprim )2 + 2d71 Cprim ) . (9)
i=1

Under the configuration of C,,= C_, and d = 3, according to Equations 8 and 9, CompConv can generate fea-
ture maps with the same output dimension with only 20% computing resources, which reduces the computation
of the network.

The position of CompConv in the ResNet network is shown in Fig. 6.
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Fig. 6. CompConv bottleneck structure image

4.3 Feature Fusion with Accurate Position Information

Although FPN network fuses feature maps with different resolutions, and enriches the information of the feature
map, small instances are easy to be lost in the process of convolution. In order to enhance the detection ability of
the model for small instances, multi-scale fusion module (MSF) is added to the network, and the feature map of
ClI layer is converted into the feature map with the same shape as P3, P4 and P5 by several convolutional layers
and pooling layers, and the more accurate position information and semantic information are fused. The specific
parameters are shown in Table 1.

Table 1. Network input and output table

Input Output
Cl C2 C3 C4 C5
320 160 80 40 20 10
416 208 104 52 26 13
512 256 128 64 32 16
608 304 152 76 38 19
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According to the table, when the size of the input shape is (W, H), the output size of Ci layer is (;,? .
After a stage, the backbone network reduces the size of the feature map by half, but the dimension of the feature
map doubles in order to retain as much image information as possible while reducing the size. According to the
data of this table, the MSF module is designed, and the specific structure is shown in Fig. 7.
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Fig. 7. MSF structure image

The input of MSF module is the output of the first stage of ResNet, and its basic module is CBR (Conv BN
ReLU), which is composed of convolutional layer, normalization layer and activation function. The convolu-
tional layer in the module acts as down sampling, and the input and output sizes of the network are shown in
Equation 10:

Out=(In—F+2P)/S+1 . (10)

Where Out represents the size of the output feature map, In represents the input size, F is the convolutional
kernel size, P is the filled pixel value, S represents the step size, 3*3 convolutional kernel is used, and the same
filling method is adopted to ensure that the output feature map size is the same as the input feature map size.

After the first CBR processing, the output feature map size is (2K2 , f—z , 256), and the output after the second

CBR is (% ,2—I{ , 512). The output size is the same as the size and dimension of P3. The output of the second

CBR is spliced with P3, and the splicing process can be described by Equation 11:

Zconcat = ZX[ *K[ +ZY1 *K[+C . (11)

i=1 i=1
Where Z,... represents the number of output channels, X, is the channel of the first feature map, Y; is the
channel of the second feature map, K, is the convolutional kernel, and then the channel is adjusted by convolu-

tional layer to finally generate N3 feature map. The generation of N4 and N5 feature maps is similar to N3, and
the generated N3, N4 and N5 feature maps are detected to produce predicted results.

5. Experimental Dataset and Data Preprocessing

5.1 Introduction to Datasets

At present, there are few datasets for prohibited items detection, and two common datasets are GDXray and
SIXray. Among them, GDXray dataset contains 19,047 X-ray images, and includes five parts, such as castings,
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welds, luggage, natural objects and background. The dataset sample is shown in Fig. 8.

Fig. 8. Random sample of GDXray dataset

The images in GDXray dataset are relatively simple, and most of them are X-ray images taken by single-en-
ergy security detection machine under ideal conditions. In the real scene, X-ray images often overlap and have
various angles, so dual-energy security detection instruments are more commonly used in security detection plac-
es at present. Therefore, in order to verify the validity of the model, we mainly chooses SIXray dataset as experi-
mental data.

SIXray dataset contains 1,059,231 X-ray images, of which 8,929 images contain contraband, 3,131 images
contain guns (class 1), 3,961 images contain pliers (class 2), 2,199 images contain wrenches (class 3), 1,943 im-
ages contain knives (class 4), 983 images contain scissors (class 5), and only 60 images contain hammers.

Therefore, only the first five categories of contraband are identified. Some datasets are shown in Fig. 9.

Fig. 9. SIXray database partial sample

5.2 Data Preprocessing

For the original dataset, we done the following processing: First of all, the tag files are counted, and the results
show that most of the marked objects belong to large and medium objects. There are two ways to increase the
amount of prohibited item in the dataset. The first is the traditional data enhancement method, which directly
scales, rotates and transforms the original image, which can increase the amount of data. In order to better reflect
the overlapping characteristics of X-ray contraband, we also uses the second data enhancement method.

Image Acquisition and Preprocessing of Single Prohibited Item. A single contraband image is obtained by
manual segmentation, as shown in Fig. 10.
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Fig. 10. The single prohibited item image

Rough single contraband image can be obtained by manual segmentation. The reason for the roughness is
there are burrs at the edge of the obtained single contraband, so morphological methods are needed for data pro-
cessing. The single contraband image is corroded, and the refined contraband image is shown in Fig. 11.

Q - Q
—

Fig. 11. Contraband image after etching operation

Etching operation can make the image shrink inward along the boundary. After etching, it can be clearly seen
that the boundary of the image has been optimized to a certain extent, and the contour information can be dis-
played more clearly.

For the pictures after corrosion operation, it is necessary to mark the data to simplify the generation of data-
sets. There are six categories of prohibited item, and Labellmg software is used to mark the data and generate the
corresponding marking files. In order to reflect the random placement of contraband, in this paper, the pictures
and annotation files of contraband are processed by affine transformation, including random rotation, scaling, 3D

rotation and image flip, which provides diversified data support for the next image fusion. The enhanced single
contraband image is shown in Fig. 12.

N TS

Image Random Rotate along
S rotation the X-axis

Fig. 12. Image after affine transformation

Affine transformations can be described by Equation 12:

x Ry Ry T, |x
Yy = R, R, Ty y (12)
1 0 0 01
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Where T, and 7, represents the amount of translation, and x and y represent the coordinate points before trans-
formation. x' and y' represent the transformed coordinates, and the parameter R is the information such as rotation
and scaling of the image.

At the same time of image transformation, the corresponding json file should be processed, and the tag points
in it should be corrected to the transformed coordinate information. After affine transformation, the data prepara-
tion is completed. In the next step, the prepared data and the real X-ray image background will be fused to gener-
ate the X-ray contraband enhancement dataset with tag information.

Image Fusion. Image fusion is divided into the following steps:

Step 1: The background of the picture is transparent. Calculate each pixel of the picture respectively. After ex-
perimental verification, it is better to take the threshold value of 200 for processing. Set the value of RGB three
channels of pixels with a threshold value greater than 200 to (255, 255, 255), and set the transparency to 0, that
is, full transparency.

Step 2: Randomly select the background picture and the transformed contraband picture, and calculate the
random coordinate points as the upper left corner coordinates of the small picture. In order to prevent the small
picture from crossing the boundary in the final generated picture, the range of coordinates is restricted. The value
range of X is (0, W .- W,n), the range of y is (0, Hy,ee-Hyp), Where Wy, and Hy,. are the width and height of
the background image respectively, and W, and H,,,. are the width and height of the contraband image. After
obtaining the upper left corner coordinates, the small image is fused into the large image, and the information
of the marking file is modified. In order to reflect the penetration characteristics of the X-ray image, we set the
transparency of small images to 0.82 during the fusion process. In order to reflect the overlapping characteristics,
a plurality of contraband images are pasted in one image, and there is a 50% probability that two contraband im-
ages will overlap. After the processing of the above steps, the dataset of marked files can be generated without
marking one by one. After the processing of these two methods, the amount of contraband in the dataset is great-
ly increased, and finally 51034 X-ray images are generated. In this paper, we divide the data set into training set,
verification set and detection set according to the ratio of 7: 2: 1. Some data are shown in Fig. 13.

Fig. 13. Partial dataset image
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6 Analysis of Experimental Results

The experimental environment and hardware conditions: The hardware environment is 3.0 GHz CPU, 16G mem-
ory, NVIDIA GeForce 1080Ti graphics card x 2, 11G video memory, and the software environment is Ubuntu
20.04 operating system, using Python language and PaddlePaddle deep learning framework.

6.1 Experimental Design

In order to verify the effectiveness of the improved method for prohibited item detection, the following experi-
ments are carried out.

Experiment 1: Compared the native PP-YOLO network with YOLOv3, YOLOv4 and YOLOVS.

Experiment 2: Integrate CBAM module into PP-YOLO network.

Experiment 3: Add MSF to FPN network.

Experiment 4: Add experiment of CC to ResNet.

Experiment 5: Add CBAM and MSF to PP-YOLO.

Experiment 6: Add CBAM and CC to ResNet.

Experiment 7: MSF and CC join PP-YOLO network.

Experiment 8: Add CBAM, MSF and CC to PP-YOLO network.

6.2 Analysis of Results

The single-stage detector with better detection performance is selected for comparative experiments, and the ex-
perimental results are shown in Table 2.

Table 2. Identification results of experiment (%)

Model AP for AP for AP for AP for AP for Scissors mAP
Gun (classl)  Knife (class2)  Pliers (class3) Wrench (class4) (class5)

YOLOVS5 96.10 91.70 95.0 93.20 91.8 93.56

YOLOv4 96.60 91.0 94.4 93.31 92.1 93.48

PP-YOLO [37] 95.80 92.2 94.9 94.32 89.7 93.38

YOLOvV3 88.04 76.61 56.24 61.02 45.3 65.44

It can be seen from the table that all models except YOLOv3 have high recognition accuracy for class 1 and
class 3. There is little difference between class 1 and class 3 in the dataset and there are more training data, so the
recognition accuracy is high. YOLOv3 appeared earlier and did not use too many data enhancement methods,
so the detection accuracy is lower than other detectors, and the recognition effect for class 5 is the worst. First,
class 5 occupies a small area in the picture, and in many cases it is in an occluded state, which leads to low rec-
ognition accuracy. The experimental results of YOLOvS, YOLOv4 and PP-YOLO networks on this dataset are
not much different, and the recognition accuracy is better than that of YOLOv3. On the whole, YOLOvVS network
has achieved the best detection effect, while the accuracy of PP-YOLO detector is slightly lower than that of
YOLOVS.

YOLO series is a typical single-stage detector, and RCNN series networks all have RPN stages, which pro-
duce suggestions on the possible areas of targets. Faster-RCNN works well in double-stage detectors, so experi-
ments are carried out on Faster-RCNN networks, and the experimental results are shown in Table 3.

Table 3. Comparison of double-stage and single-stage network experiments (%)

Model AP for Gun AP for AP for AP for AP for mAP FPS
Knife Pliers Wrench Scissors
Faster-RCNN [17] 90.21 86.36 90.21 87.32 91.63 89.14 22
PP-YOLO 95.80 92.2 94.9 94.32 89.7 93.38 47
SSD [23] 83.32 82.63 78.45 79.85 86.21 82.09 37
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It can be seen from Table 3 that in this dataset, the detection accuracy of Faster-RCNN is better than SSD, but
SSD has great advantages in speed, and PP-YOLO network has great advantages in processing speed and accura-
cy.

In order to verify the module proposed to improve the performance of PP-YOLO, the following Ablation ex-
periments are done, the experimental results are shown in Table 4.

Table 4. Ablation experiments on PP-YOLO network (%)

Model CBAM MSF cC AP for AP for AP for AP for AP for mAP FPS
Gun Knife Pliers Wrench Scissors
Base 95.80 92.20 94.9 94.32 89.70 93.38 47
2 S 96.04 92.34 95.12 94.51 89.93 93.59 45
3 N 96.31 92.62 95.33 94.68 93.21 94.43 40
4 \ 95.91 92.22 94.81 94.20 89.64 93.36 55
5 \ Y 96.61 93.03 95.43 94.96 93.34 94.67 39
6 V S 96.10 92.38 95.03 94.58 90.05 93.62 52
7 R\ S 96.25 92.67 95.25 94.71 93.15 94.41 46
8 \ \ \ 96.59 93.00 95.48 94.85 93.43 94.67 45

Experiments are carried out on the original network, and the results are shown in the first row of Table 4.
Except for the poor recognition accuracy of class 5, the recognition accuracy of other categories is over 90%. By
introducing CBAM module, the paper assigns weights to different channels and spatial positions, which improves
mAP by 0.21%. The introduction of MSF module improves mAP by 1 percentage point, especially for class 5
recognition accuracy, reaching 3%, which also shows that the lower network layer has more accurate position
information, and more information can be retained to the greatest extent after a small number of convolutional
layers. CompConv operation has little influence on the accuracy, but it improves the final recognition speed and
basically eliminates the computation problem caused by CBAM and MSF. By combining CBAM and MSF mod-
ules, the recognition accuracy of this network is relatively the best, reaching 94.67%, which is 1.11% higher than
YOLOVS. Experimental results show that the proposed MSF module and CBAM module can effectively improve
the detection accuracy of the model on SIXray datasets, and can also obtain faster detection speed under the ac-
tion of CompConv module.

6.3 Visualization of Detection Results

There are some problems in X-ray images, such as overlapping of some objects, small number and small area,
which lead to some missing detection phenomena in the original network. As shown in the first column of Fig.
14, the scissors in the original network are not completely detected because their metal parts are small and some
of them are blocked by foreground objects. By adding CBAM module, the problem of missing detection caused
by overlap can be effectively solved, and MSF module can transmit the accurate position information of lower
layer. Compared with the detection effect only under adding CBAM module, a more accurate position box is pro-
duced under the joint action of CBAM and MSF, as shown in the third column of Fig. 14.

(1) Baseline Knife

65



X-ray Image Prohibited Item Detection Algorithm Based on Improved PP-YOLO

(2) +CBAM Knife ; A
[ ]

(3) +CBAM & MSF Knife

Fig. 14. Detection effect image under the action of different modules

6.4 Comparison between This Method and Other Methods

In order to verify the effectiveness of the algorithm in this paper, the performance of the network in this paper is
compared with that of other networks. Due to different data sets, the results are slightly different, but the overall
segmentation can still be used as the basis for comparison. The comparison results are shown in Table 5. It can be
seen from the table that compared with two-stage detectors, the network performance in this paper is better and
the average accuracy is improved. The release time of YOLOVS network is later than that of PP-YOLO network,
and a large number of tricks are integrated. The average accuracy is higher than that of PP-YOLO network.
However, when the imaging angle of the target object changes greatly, or the lines in the background are more
complex, there is still missing detection.

Table 5. Performance comparison of different algorithms (%)

Model AP for AP for AP for AP for AP for mAP Recall FPS
Pliers Scissors Knife Gun Wrench
YOLO-C 60.18 58.14 83.12 93.11 73.82 73.68 - 40
MFFNet [38] 82.22 72.24 75.29 90.42 71.17 78.27 - 19
YOLOV3 [39] 84.04 80.34 75.67 93.88 87.18 86.59 - 7.8
ASPP-YOLOv4 [40]  87.36 83.76 81.39 95.78 77.84 85.23 75.16 -
Res152-YOLO [41] 96.1 97.3 91.5 98.1 92.8 95.16 67.12 40
YOLOv5s-AFA [42] - - - - - 95.6 88.9 -
FEFNet [43] 85.95 84.0 81.43 95.15 81.65 85.64 - 31.57
Faster R-CNN [44] 81.96 79.11 76.02 95.53 68.19 80.16 - 25.86
ACMNet 85.9 80.3 80.2 91.5 83.6 84.3 - -
EM2Det [45] 89 84 79 98 77 85.4 - 8
CenterNet [46] 89.9 77.43 91.88 96.4 85.9 88.3 - -
Ours 95.48 93.43 93.00 96.59 94.85 94.67 83.8 45

7 Conclusion

This paper proposes a threat detection network based on PP-YOLO. By adding MSF module to fuse the features
of lower layers, the detection accuracy of small objects (Scissors) increases by 3.51%, indicating that the lower
layer has more location information, and the fusion of the information of lower layers can effectively increase
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the detection accuracy. CBAM attention mechanism is added to the backbone network, which makes the weights
generated by the network at different locations of different feature maps different, makes the network pay more
attention to the channels and locations where there are targets, enhances the feature extraction capability of the
model, and can produce more accurate boundary boxes. The CompConv module is added. Compared with the
original network, the processing speed is increased by 7 FPS. Finally, the experiment was carried out on the data
set, and the average recognition accuracy reached 94.67%, and the detection speed reached 45FPS, which can
detect contraband to a certain extent.

Although the attention mechanism can increase the detection accuracy of the model, the detection effect of
highly overlapping contraband is still poor, which is likely to lead to missed detection. In addition, the detection
accuracy of small target contraband needs to be improved. Therefore, the future research direction should focus
on highly overlapping contraband detection and small target contraband detection.
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