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Abstract. Collaborative filtering-based models can use the interaction between users and products or the cor-
relation between users and users, and between products and products. However, methods based on collabora-
tive filtering can only grasp one type of relationship and still cannot fully fit. Various factors influencing user 
preferences make a lot of redundant information still not filtered out. We proposals a collaborative filtering 
model based on deep learning, which combines the item-item relationship learning in advance with a neural 
collaborative filtering network to effectually make recommendations. In the initial stage, learn low-dimension-
al vectors of compartments, and embed information that reflections the co-occurrence relationship between 
compartments. The prediction stage combines the trained embedding vector with the embedding vector of the 
module as a correction to the output result of the neural network. The benchmark data set MovieLens 1M is 
the experienced data set of this article, and the effectiveness of this method is verified on the data set. The ex-
perienced results are compared with some advanced methods on the data set. The results show that the model 
proposed in this paper is better than some methods based on collaborative filtering.
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1   Introduction

With the rapid development of information technology such as the Internet, the amount of information is gradu-
ally increasing, and the excessive amount of information leads to too complicated information. It is difficult for 
people to obtain the information they want from the massive information, and the problem that effective infor-
mation is difficult to filter is gradually revealed. In order to solve such problems, the technical field has explored 
filtering services and recommendation systems.

The main content of this paper is the recommendation system algorithm based on deep learning, which uses 
implicit data. Through learning to understand relevant knowledge, a collaborative filtering system based on deep 
learning is realized. The main contributions of this paper are:

(1) A collaborative filtering system based on deep learning is implemented, and the interaction between us-
ers and goods in collaborative filtering is realized by using multi-layer perceptron (MLP) and neural network. 
(2) A learning model is proposed to generate low-dimensional representations of commodities, which represent 
commodity-commodity embedding. Commodity-commodity embedding vectors are combined with commodity 
embedding vectors inputted into multilayer perceptron to obtain a component of the prediction results, and the 
output of multilayer perceptron and the combined results are combined together in a way similar to SVD + + to 
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form the prediction results of the model. (3) The algorithm is implemented based on python by using pytorch. 
The model is validated on MovieLens 1M dataset and compared with some benchmark models. The experimen-
tal results show that the proposed method has certain advantages.

2   Literature Review

Geoffrey Hinton [1] proposed an initialization method for deep neural networks. The idea of collaborative filter-
ing algorithm was first proposed by Goldberg in the early 1990s [2]. At that time, this technology was also di-
rectly applied in practice-in news recommendation. On this basis, the likelihood function and statistical Bayesian 
method are added to [3], which greatly improves the accuracy. Many domestic scholars pay attention to the in-
depth study of specific recommendation in a certain field in order to obtain better results in a specific field, that 
is, to concretize the generalized model, such as modeling audio information into the auxiliary information of rec-
ommendation with neural network, so as to obtain better results in music recommendation [4].

The key of recommendation system model is users and goods. User is the object of system service, that is, the 
meaning of system existence, and also the provider of system information. Without the information provided by 
users, the system cannot provide services to users. User sets are generally denoted by U. Goods are represented 
by I, and the corresponding English words are user and item respectively. The rating of goods i by user u is then 
represented by yui, and the rating matrix is RM×N, where M is the total number of users and N is the total number 
of goods. A basic recommendation system Sneeds to include these basic elements. When making recommenda-
tion prediction, it does not need U × I → RM×N to get the results of the whole system, but only needs to get a pre-
diction based on the part of u × i that needs to be served in order to complete the recommendation [5].

There are several types of tasks for the recommendation system. Rating prediction is the prediction of the pos-
sible ratings of goods i by user u. Top-K is to sort the products that user u may be interested in, and recommend 
the top K products to users, which is of more practical significance.

Data types are roughly divided into explicit data and implicit data, corresponding to explicit feedback and 
implicit feedback respectively. Explicit data, such as the rating of goods i by user u, is display data. Different 
from display data, implicit data can’t show the user’s preference for goods. It is a binary (0, 1) data, which shows 
whether user u has interacted with goods i (such as clicks, scores, comments, etc.). In fact, most of the data are 
implicit data, even explicit data can be converted into implicit data, and the task of implicit data is generally 
commodity ranking recommendation. The convenience of data acquisition and the practicality of recommenda-
tion task make the study of implicit data more practical. This paper uses implicit feedback, although MovieLens 
is an explicit data set, but this paper transformed it into implicit data, so as to predict, showing the implicit nature 
of the display data.

At present, there are roughly two types of recommended methods: 1) Content-based methods. The recom-
mended features of the content-based method [6] are extracted from the description of the user or product. 2) 
Collaborative filtering method. The interaction history between users and goods, such as the user’s rating of 
items, is more used by the method based on collaborative filtering [7]. In modern recommendation system, col-
laborative filtering (CF) is very popular in recommendation system. Matrix factorization [8, 9] is the most widely 
used method in CF-based methods, so many researches focus on its expansion and improvement. Many previous 
researches have focused on improving matrix factorization, such as integrating it with neighbor-based model [9], 
combining it with project content model [10], and extending it to factorization machine for feature modeling. 
Although matrix factorization is effective in collaborative filtering, complex interactions cannot be captured by 
matrix factorization, because its work is only to multiply two potential vectors, which are decomposed users and 
goods. Restricted Boltzmann Machine (RBM) class methods [11, 12] are also based on CF method.

The most effective way to capture complex interactions is to use deep learning technology, which has been 
successful in speech recognition [13, 14], computer vision [15] and natural language processing, and has been 
recognized by people. In recent years, there are more and more methods to use deep neural networks for recom-
mendation, especially content-based models, and many methods to apply deep learning to recommendation are 
proposed [4, 16].

However, it is limited to apply deep neural network to the model based on collaborative filtering. Dziugait and 
Roy put forward a neural network matrix decomposition model [17], which replaces the inner product in tradi-
tional matrix decomposition with feedforward neural network for evaluation, but its performance cannot compete 
with the most advanced methods. X. He [18] proposed a neural collaborative filtering model, which combines 
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matrix factorization with neural network, but it still uses the interaction between users and projects to predict, 
which is obviously an extension of traditional matrix factorization method.

3   Model

In the overall model of this paper, the given users and items are input into the neural network for ranking predic-
tion. Before the neural network training, the commodity-commodity co-occurrence vector is pre-trained by the 
representation learning model, as shown in Fig. 1.
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Fig. 1. The overall model of our paper

This paper argues that the similarity between products in recommendation system can be expressed by their 
co-occurrence. Suppose there is a recommendation system S with M commodity and N user, RM ∗ N is the rating 
matrix in S. Each symbol in the recommendation system S is described in Table 1. It is important to specify that, 

j
i i jx T T=  , denotes the number of co-occurring commodities of the ith commodity with the jth commodity, 

which is defined here as the number of users who have evaluated these two items together, ei is learnt in the mod-
el.

Table 1. Relevant parameter symbols of co-occurrence model

Symbol Meaning

 ti The ith product in the system

Ui User collection of evaluated products i

j
ix Co-occurrence quantity of ti and tj 

C Commodity co-occurrence matrix
Cij =

j
ix

ei Embedding of products ti
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3.1   Model Training

In order to learn the commodity embedding of the co-occurrence matrix C , this paper adopts a matrix decompo-
sition-like approach by representing C as:

1 2 1 2
ˆ ˆ̂̂[ , ,..., ] [ , ,..., ] .T T

i iC EE e e e e e e= = ∗

    (1)

Where E  and Ê  are commodity embedding matrices containing different information, and ie  and îe  are col-
umn vectors representing commodity i , which belong to E  and Ê , respectively.

Because ˆj T
i i jx e e=  , and the actual value of j

ix  can be obtained from matrix RM ∗ N , ie  and ˆ je  can be learned 

by minimising the difference between j
ix  and ˆ T

i je e .
Therefore, expressions that capture co-occurrence between ti and tj can be expressed as

ˆ .j
i i jx e e T=  (2)

Where ie  and îe  is two vectors learned by j
ix , and they contain different information. Here j

ix , the actual num-
ber of users who have jointly evaluated the goods i and j the goods is indicated.

Then the information of the entire product i can be represented as 

ˆ[ , ].i i ie e e=  (3)

Among them, ei is the direct connection between vectors ie  and îe , containing information about ie  and îe . 
Directly connecting vectors can reduce overfitting and noise.

In addition, adding additional bias terms bi  and bj can further improve the effectiveness of embedding, and the 
final expression is

ˆ .j T
i i j i jx e e b b= + + (4)

Therefore, the embedding vector of commodity object can be learned by minimizing the mean square error be-
tween the predicted co-occurrence value and the true co-occurrence number.

2
, , , 0ˆ

ˆmin ( ) .j
i j i

T T j
i j i j it t T i j xe e b

e e b b x
∗ ∗ ∗

∈ ≠ >
+ + −∑



 (5)

Among them T is the collection of commodities, and the main process of embedded vector learning is shown 
in Fig. 2.
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Fig. 2. Generation process of co-occurrence embedding vector

3.2   Neural NetworksMatrix Factorization

In this paper, the potential vectors of user u and commodity I are represented as pu and qi respectively, and the in-
teraction yui between user and commodity is estimated by matrix decomposition as the inner product of pu and qi . 
Using matrix decomposition, the two (the underlying eigenvectors of the user and the product) are combined.

1
ˆ ( , , ) .KT

ui u i u i uk ikk
y f u i p q p q p q

=
= = =∑ (6)

Where the dimension of potential space is represented as K. It can be seen that matrix factorization models the 
potential factors of users and items, and each dimension in the potential space is independent. It can be seen from 
the formula that it is linearly combined and uses the same weight. Matrix factorization can be regarded as a linear 
model of potential factors.

It can be seen that matrix factorization is actually a simple linear product, which makes it possible to have 
limitations. Complex relations cannot be expressed by simple linear products, which will reduce the actual per-
formance when the estimation result is, as shown in Fig. 3.
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Fig. 3. Problems with matrix factorization

The cosine angle between vectors can be used to express the similarity between two vectors.
Here, Jekkard coefficient is used to simply calculate the similarity between two users [19]. First, calculate the 

similarity of the first three users in Fig. 3, which can be obtained s23(0.66) > s12(0.5) > s13(0.4), so the geometric 
relationship of vectors p1, p2, p3 in potential space is obtained, as shown in the right of Fig. 3, and then add a new 
user u4, which can be obtained by calculating the similarity by Jekkard coefficient s41(0.8) > s43(0.6) > s42(0.4), 
indicating that its similarity is u1 > u3 > u2. However, placing p4 near p1, no matter how it is placed, will cause the 
new user’s vector to be closer to the second rather than the same as the third, resulting in a large ranking loss.

1) E-learning
In order to learn model parameters, the existing point-by-point method adopts square loss regression:

2
( , )

ˆ( ) .ui ui uiu i Y Y
L w y y−∈ ∪
= −∑ (7)

Y represents the set of observed interactions between users and items. Y− represents the set of negative instances, 
which can be all unobserved interactions or a sample from unobserved interactions. wui is a hyperparameter that 
represents the weight assigned to training instances (u, i). However, the squared loss is not suitable for implicit 
data because the target variable yui in implicit data is a binary variable (0 or 1), indicating whether the user u 
interacts with item i. Therefore, this paper adopts the probability-based approach used in MLP, which pays par-
ticular attention to the binary nature of implicit data. The value yui can be seen as an attribute representing the 
relevance of user u to item i, where 1 indicates a relevant interaction and 0 indicates an irrelevant interaction. 
The predicted value ˆuiy  represents the likelihood of user u being relevant to item i, and its value is constrained 
to the range [0, 1]. This likelihood (i.e. Probability function) is used as the activation function of the output layer, 
defining the likelihood function as follows:

( , ) ( , )
ˆ̂( , , , ) (1 ).f ui uiu i Y u j Y

p Y Y P Q y y−
−

∈ ∈
Θ = −∏ ∏ (8)

Take negative logarithm to minimize the objective function:

( , ) ( , ) ( , )
ˆ̂log log(1 ) log (1 ) log(1 ).ui uj ui ui ui uju i Y u j Y u i Y Y

L y y y y y y− −∈ ∈ ∈ ∪
= − − − = − + + −∑ ∑ ∑ (9)

Formula 9 are objective functions to be minimized, and adaptive moment estimation (Adam) is used to optimize 
them in experiments.

In this paper, the implicit feedback problem is solved as a binary classification problem. For negative instanc-
es Y−, samples are taken in interactions that were never observed in each iteration, and the sampling ratio is con-
trolled to control the number of samples taken.
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3.3   Combination of Co-occurrence Vector and Multilayer Perceptron

At present, this paper presents a training model of commodity co-occurrence vectors, which obtains the co-occur-
rence embedding vectors between commodities by a similar matrix decomposition method, and adopts a neural 
network of multilayer perceptron, so the problem arises. How to combine the trained co-occurrence embedding 
vectors with the prediction results of multilayer perceptron network under the whole framework in this paper.

In this paper, besides the interaction between users and products, the co-occurrence relationship between 
products can also be used as a factor to reflect the recommendation results. Inspired by SVD + +, a more detailed 
model is proposed, as shown in Fig. 1.

1 2 2 2... ...

ˆ[ , ]

ˆ .u

uMLP T T
L L L L

i

j i i i

j iMLP j T
ui

u

p
a W a a W b b

q

y e e e

b y q
r a T

φ

φ

−

∈

       = + +           
= =

= + ∑


(10)

yj represents ei in Formula 3, which denotes the multiplication and addition of the input embedding vector of 
the item in Multi-Layer Perceptron (MLP) and the previously trained co-occurrence embedding vector. Tu rep-
resents the set of items evaluated by user u. a and b are hyperparameters that determine the trade-off between the 
two models. As mentioned earlier, the ReLU function is used as the activation function for the MLP. This model 
combines the interaction between users and items with the co-occurrence relationships among items to make pre-
dictions. In this paper, this model is referred to as item-co-Neucf.

1) Co-occurrence Embedding Vector Training
In order to learn the embedding vector in the embedding matrix C, similar to matrix factorization, it will be 

expressed C as the product of two embedding matrices C = 1 2 1 2
ˆ ˆ̂̂[ , ,..., ] [ , ,..., ] .T T

i iEE e e e e e e= ∗

  

Where E  and Ê  are commodity embedding matrices containing different information, and ie  and îe  are col-
umn vectors representing commodity i, which belong to E  and Ê , respectively.

To train and learn the co-occurrence embedding vector ei , it is done by minimizing Formula 5, which can be 
simplified as ei = ˆ[ , ]i ie e .

The specific flow is shown in Fig. 2.
In the recommendation system R, there is a rating matrix R3∗4. The rating data 0 in the rating matrix R3∗4 rep-

resents the user’s non-rating, and 1-5 represents the user’s rating level for goods. In this paper, 1-5 is regarded as 
1, which means the interaction between users and goods. Because this paper pays attention to implicit feedback, 
the value of rating level is not very important in this paper, but whether users interact with goods is important.

The interaction behavior here is divided by whether the user has rated the product, generating a matrix com-
posed of the set of users Ui who have evaluated product i . It can be seen in Fig. 2 that users who have evaluated 
goods 1 include users 1, 2 and 3, so U1 contains u1, u2, u3, and the rest is the same.

To calculate co-occurrence values, let’s take the example of co-occurrence between items 1 and 2. The users 
u1, u2, u3 have rated item 1, while users u1, u2 have rated item 2. Therefore, the co-occurrence value between item 
1 and item 2 is 2 1

1 2 2x x= = . Similarly, we can calculate co-occurrence values for other items, resulting in the 
generation of the co-occurrence matrix for the items.

The commodity co-occurrence matrix is decomposed. The decomposition method here is matrix decompo-
sition. See 3.2.1 for details. Each co-occurrence value is decomposed into the product of two potential space 
vectors, which contain different information respectively. Each vector ie  and îe  is a column vector of product i, 
belonging to the product matrices E  and Ê , respectively.

Finally, the learned vectors ie  and îe will be connected, and the final representation of the co-occurrence em-

bedding vector for each product i will be ei = ˆ[ , ]i ie e .
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2) Training Multilayer Perceptron and Obtaining Prediction Results
Because the multilayer perceptron is a nonlinear model, the gradient-based optimization method will have 

some problems in this model, because it can only fi nd the local optimal solution of the model, so it is necessary 
to consider initialization. In the aspect of initialization, the embedded layer is initialized in normal distribution, 
and the linear layer is initialized in uniform distribution.

After that, the multilayer perceptron model is trained until convergence. In the output layer, the output of mul-
tilayer perceptron is adjusted, and the correction term combined with over-co-occurrence embedding vector is 
added to the prediction.

The adaptive moment estimation (Adam) method is used to train the model from scratch, which applies small-
er updates to frequent parameters and larger updates to infrequent parameters, so that the learning rate of each 
parameter can be adapted. Adam method converges faster than ordinary random gradient descent (SGD) for mul-
tilayer perceptron model, and does not need to adjust the learning rate, which makes SGD relatively troublesome.

4   Experimental Results

This paper evaluated the performance of the method on real data sets. The main selection is MovieLens 1M data 
set published by GroupLens Lab, which is an explicit data set. Details of the data set are as follows:

The data set includes four parts: user ID, commodity ID, score and score generation time.
MovieLens is a data set that records users’ ratings on movies, and it is one of the most used data sets for test-

ing recommendation systems. Its number of users is 6,040, and its number of products is about 3,900 movies. 
The scoring matrix is composed of users and products, with a dimension of 6040*1682. About 1 million ratings 
are included, and each user also scored at least 20 movies, resulting in a matrix with a sparsity of 4.2%. In this 
paper, the one-leave method, which is widely used in various literatures [18, 20] and [3], is used to evaluate the 
recommendation performance of commodities. For each user, the test suite is their latest interaction, and the 
remaining interaction data is used for training. The performance of the ranking list is judged by two indicators. 
They are accuracy (HR, which measures whether the test item appears in the top 10 list) and normalized loss cu-
mulative gain (NDCG, which assigns higher scores to the top test items) [21]. Show the top ten eff ects of these 
two indicators (TOP-10) in Fig. 4 to Fig.13.

   

                              Fig. 4. Factors is 8, HR @ 10                                             Fig. 5. Factors is 8, NDCG @ 10
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                            Fig. 6. Factors is 8, HR @ 10                                               Fig. 7. Factors is 8, NDCG @ 10

   

    Fig. 8. Factors is 8, epoch is 20, negative sampling rate is 4   Fig. 9. Factors is 8, epoch is 20, negative sampling rate is 4

   

Fig. 10. The number of factors is 8, the change of Loss with 
the number of epoch

             Fig. 11. Factors is 8, epoch is 20, HR @ 10
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                Fig. 12. Factors is 8, epoch is 20, NDCG @ 10             Fig. 13. The change of Loss with the number of epoch

5   Conclusion

This paper explores the neural network architecture for collaborative filtering, and proposes a recommen-
dation system based on the relationship between deep collaborative filtering and commodity co-occurrence. 
Innovatively, a combination of commodity co-occurrence embedding vector and commodity embedding vector 
of neural network is proposed to carry out recommendation ranking based on various interactive relationships. 
Using matrix decomposition co-occurrence matrix to obtain co-occurrence embedding vector, the correlation be-
tween diff erent commodities is fully considered, so that the co-occurrence features of commodities can improve 
the recommendation results. Multi-layer perceptron is used to better simulate the complex interaction between 
users and commodities, and non-linear factors in data are used to extract feature vectors of users and commodi-
ties. Finally, the multi-layer perceptron output is combined with product co-occurrence features to achieve better 
recommendation results.
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