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Abstract. The cutting and packing (CP) is a widespread problem in the production processes of garment, 
shoes, board, and in other manufacturing industries. It is closely related to the production and management 
costs. This problem refers to the placement of pieces, without overlapping, in a limited space by maximiz-
ing the space utilization. In this work, a CP variant with position constraints, namely the horizontal striped 
fabric layout problem (HSFL), is investigated. We propose a solution approach for it, where a top-left fill 
(TLF) algorithm based on key points positioning strategy is used to deal with position constraints in the stripe 
alignment problem. This algorithm establishes a key points sequence for every piece, when determining the 
placement of pieces, compare the key points sequence of pieces. This algorithm also eliminates the error of-
ten occurred in the rectangle bounding box algorithm at the time of simplifying the layout process. The TLF 
algorithm based on key points positioning strategy and genetic algorithm (GA) are combined for obtaining 
the optimum layout. The datasets used in the computational experiment are collected from an apparel industry 
as well as from other publications. The comparison of our experimental results with the best known results 
shows that the proposed approach could improve the average computing speed and achieve higher utilization 
in 10 out of 16 instances. It can be concluded that the proposed approach is potential in balancing the comput-
ing speed and utilization rate. The algorithm has been successfully applied in an apparel company in China.
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1   Introduction 

The products of the apparel industry are becoming more and more diversified [1, 2]. The apparel industry still 
faces a lot of challenges, a major one of which is the cutting and packing (CP) problem [3-6]. The CP problem 
seeks to assign pieces in a finite space in a way to arrange them by maximizing the utilization of the space. 

The horizontal striped fabric layout problem (HSFL) is studied here as a variant of the CP problem with po-
sition constraints. The objective of the study is to find the most appropriate layout of pieces that can be arranged 
into the striped fabric of a limited size. Besides dealing with the general difficulties of the CP problem, the HSFL 
problem must be capable of handling an involuted task, i.e., the stripe alignment issue. According to Wäscher et 
al. [7], the HSFL problem can be classified as a two-dimensional irregular open dimensional problem, which is a 
typical NP-hard problem [8, 9].

Tsao et al. [10] investigated the general CP problem in the apparel industry. They compared several approach-
es and found that the performance of the tabu-search algorithm (TS) was the best in minimizing production cost; 
while the simulated annealing-based genetic algorithm (SA-GA) and the genetic algorithm (GA) performed bet-
ter in saving operating time. As per their findings, we propose a comprehensive approach, by combining the GA 
and the bottom-left filling (BLF) algorithm to optimize the HSFL problem. The proposed approach also includes 
the rectangle bounding box algorithm and the key points positioning strategy.

In order to test the feasibility of the proposed approach, we conduct simulation experiments with 16 bench-
mark instances. The proposed approach could attain utilization of 80% in 15.06s for the Stripedshirts instance 
provided by a Chinese apparel industry. The results show that the proposed approach is very competitive in utili-
zation and computing time.
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The rest of the paper is structured as follows: the literature on position constraints and optimal layout ap-
proaches is surveyed in Section 2. In Section 3, we describe the HSFL problem, followed by the proposed meth-
ods for it in detail in Sections 4. Section 5 presents datasets and the comparison of the best results of the litera-
ture with the proposed approach. Finally, the present work is concluded in Section 6 with some suggestions for 
future work.

2   Literature Review

Very limited works on the CP problem with position constraints could be found in specialized literature. Toledo 
et al. [11] proposed a dotted-board model, where a board is discretized into a grid of dots. These points are used 
as the feasible positioning reference of the pieces. Leao et al. [12] established a coordinate system, where the 
-axis is continuous and the -axis is discretized for defining the board in terms of a set of stripes. No-fit polygons 
discretized along the -axis are used to check the overlapping of pieces.  In a similar work, Saravanan et al. [13] 
and Akunuru and Babu [14] presented a semi-discrete geometric model for discretizing the board and pieces. 
Based on the dotted-board model, Domovic et al. [15] introduced three algorithms: Grid, Grid-BLP, and Grid-
Shaking. However, their solution was affected by the degree of dispersion, which led to the unbalanced quality of 
the solution and increasing computing time.  

GA is considered as a robust approach for solving large-scale CP problems [2, 16]. There are many works 
combining GA with other hybrid algorithms for optimizing the layout of different instances. Wang et al. [17] pre-
sented a hybrid method consisting of the ant colony optimization and GA, where genetic operators were applied 
to evolve new generation of ants. Lam et al. [18] used the gradient method to make up for the deficiency of GA 
in local search. Yuce et al. [19] first used the bees algorithm to obtain the best local results, and then ran a GA to 
find the final results, which improved the weakness of the bees algorithm in the global search. 

Kumar and Vidyarthi [20] presented an approach by combining particle swarm optimization algorithm (PSO) 
and GA, where the PSO algorithm is used first to reduce the solution space, and then the GA is applied to search 
the optimal result in the new solution space. Javidrad and Nazari developed a hybrid approach by mixing the 
PSO and simulated annealing (SA) algorithms, which first applies the PSO algorithm to find the optimal results, 
and then switches over to the SA algorithm the PSO fails. If the SA algorithm can find a better result, the search 
is turned to the PSO algorithm. That is, this approach uses two algorithms alternatively for finding the best result.

The GA, PSO, and SA are the probabilistic heuristics, the bottom left fill (BLF) and the large first (LF) are the 
deterministic heuristic. Jackobs [21] used the BLF algorithm to solve the CP problem for the first time. The LF 
was used in the work of Dowsland et al. [22]. Deterministic heuristic will converge always to the same result, ev-
ery run. It was shown that deterministic heuristics fail at specific configurations to get the global optimum [23]. 
For this reason, some literature combines probabilistic heuristics and deterministic heuristics in the work. Burke 
et al. [24, 25] and Fırat and Alpaslan [26] used the BLF algorithm to process the placement of pieces and the SA 
algorithm to optimize the layout result. 

3   Problem Description

3.1   HSFL Problem

The HSFL problem is defined as the job of finding the best layout combination of several sets of pieces on the 
horizontal striped fabric. Difficulties that need to be addressed on HSFL: how to solve the stripe alignment is-
sues, how to ensure the highest fabric utilization, and how to obtain the layout with the minimal computing time. 

3.2   Mathematical Modeling

It is supposed that we a layout of M sets of clothing of size i on a striped fabric of width W and length . The pur-
pose is to minimize the total cost, which is composed of the cost of fabric Cf, setup cost Cs and time cost Ct. The 
notations used in this study are listed in Table 1. 
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Fig. 1. How to make the stripe align

Table 1. The notations used in our study

Notations
Indices:
i : clothing size (i = xs, s, m, l, xl, xxl)
j : number of the pieces
k : number of key points on a piece

Parameters:
J : maximum number of pieces of a clothing
M : maximum sets of clothing used in the layout
L : length of fabric that can accommodate a complete set of pieces
W : width of fabric that can accommodate a complete set of pieces

Variables:
lij : maximum length of piece j of size i
Wij : maximum width of piece j of size i 
Sij : area of piece  j of size i 
Aij : area of the rectangle bounding box corresponding to piece j of size i

max, , :i j k
xd  x-coordinate of the upper left point kmax on piece j of size i

min, , :i j k
xd  x-coordinate of the lower right point kmin on piece j of size i

max, , :i j k
yd  y-coordinate of the upper left point kmax on piece j of size i

min, , :i j k
yd  y-coordinate of the lower right point kmin on piece j of size 

zj : zj = 1, if piece jis used; zj = 0, otherwise
kmax : the upper left point
kmin : the lower right point

, ,i j k
yd : x-coordinate of the upper left point k on piece j of size i
, 1, 'i j k

yd − : x-coordinate of the upper left point k′ on piece j −1 of size i 

Constants:
F : total cost of a set of pieces layout
Ft : objective function (total cost of all sets of pieces layout)
CS : setup cost related to the spreading of the fabric and fixing of the pieces
Cf : cost of the fabric per unit of area
Ct : time cost associated with the layout of all pieces
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The HSFL focuses on minimizing the total cost as follow:
Minimize:

.tF F M= × (1)

( ) ( ) .
J

t f ij s t j
i

F C L W M S C C z= × − + +∑ (2)

Subject to:
Length and width constraints:

max{ } , (1,2,3,..., ).ijl L j J≤ ∀ ∈ (3)

max{ }7 , (1,2,3,..., ).ijw W j J≤ ∀ ∈ (4)

Area constraint:

.
J

ij
j

M S L W≤ ×∑ (5)

Overlap constraint:

, , , 1, ' 0.i j k i j k
x xd d −− > (6)

, , , 1, ' 0.i j k i j k
y yd d −− > (7)

Integrality constraints:

5

1

.
ijj

L WM
A

=

×
=
∑ (8)

max maxmin min, , , ,, , , ,( ) ( ).i j k i j ki j k i j k
ij x x y yA d d d d= − × − (9)

We use equation (1) to compute the total objective function which is the product of the single set total cost F 
and the total used sets M. In equation (2), the first term is the fabric scrap cost, which is obtained by multiplying 

the cost of fabric (Cf) with the fabric scrap (L × W − M 
J

ijj
S∑ ). In the second term, Cs is the total setup cost and 

Ct is the time cost spent by a set of clothing. To minimize the total cost, our model must satisfy the following 
constraints: the length and width based constraints (3) and (4), respectively; the layout area based constraint (5); 
the overlap constraint (6) and (7); integrality constraints (8) and (9).

4   Methods for the HSFL Problem

The proposed methods for the HSFL problem are discussed next. We combine the top-left fill (TLF) algorithm 
based on the key points positioning strategy with GA algorithm. The flowchart of the proposed methods is shown 
in Fig. 2.
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Fig. 2. The flowchart of the proposed methods

4.1   The rRectangle Bounding Box Algorithm

The rectangle bounding box algorithm defines the rectangular box bounding for the piece. This algorithm avoids 
the defining of threshold and deleting vertices, which accelerates the calculation and becomes more concise than 
the Ramer-Douglas-Peucker algorithm. It is to discretize irregular curves into straight lines and edges with a cer-
tain accuracy, and then convert irregular graphics containing curves into polygons. The Ramer-Douglas-Peucker 
algorithm use a few vertices to describe pieces will lose accuracy and produce errors to a certain extent.

We compare the coordinate values of the key points on the pieces to find the upper left and lower right points, 
and then use those two points to construct a rectangular bounding box. Fig. 3 shows the result of the rectangle 
bounding box algorithm. 

Fig. 3. The rectangle bounding box algorithm 
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4.2   The TLF Algorithm Based on the Key Points Positioning Strategy

The position constraint brought by the stripes is a problem that cannot be ignored in the layout process. 
According to the production requirements of apparel enterprises, the position constraint means that the proposed 
approach must meet the following: the alignment of the related pieces, the interchangeability of the same type of 
pieces, and the consistency of the stripes of the pieces in the same roll. 

Considering the above requirements, we propose to take the key points of the first set of pieces as a reference 
and place other pieces into the subsequent layout. Therefore, we put forward the TLF algorithm based on key 
points positioning strategy.

The Key Points Positioning Strategy.  Assuming that the left edge of the stripe is the starting edge, we establish 
a striped coordinate system that is discretized by the stripes with fixed-width. The top-left corner is the coordi-
nate origin, the horizontal direction to the right is the positive direction of x-axis, and the vertical direction to 
the down is the positive direction of y-axis. We define vertexes of piece as key points and construct a key points 
sequence ( , , , ,{( , )}i j k i j k

x yd d ) for every piece. For example, the key points sequence of piece 1 is { ,1,1 ,1,1( , )i i
x yd d

, ,1,2 ,1,2( , )i i
x yd d , ,1,3 ,1,3( , )i i

x yd d , ,1,4 ,1,4( , )i i
x yd d , ,1,5 ,1,5( , )i i

x yd d }. Fig. 4 shows the key points on the piece 1. , ,i j k
xd  is the 

x-coordinate, , ,i j k
yd  is the y-coordinate. 

Fig. 4.  Key points of the piece 1

The TLF Algorithm Based on the Key Points Positioning Strategy.  Since the coordinate origin of the striped 
coordinate system is top-left corner, the traditional BLF algorithm is changed to TLF. The TLF algorithm based 
on the key points positioning strategy means that a key points sequence is constructed for each piece. In order 
to ensure the interchangeability of the same type of piece, we store the key points sequences of the first set of 
pieces as a reference for subsequent layouts. When placing into a new piece, compare the key points sequence of 
the new piece with the first set of pieces, adjust the position according to the comparison results and finally deter-
mine its positioning.

The steps of the TLF algorithm based on the key points positioning strategy are as follows:
Step1: Build the key points sequence Pi,j for each piece Pi,j = { , ,1 , ,1( , )i j i j

x yd d , , ,2 , ,2( , )i j i j
x yd d , , ,3 , ,3( , )i j i j

x yd d

, , ,4 , ,4( , )i j i j
x yd d , , ,5 , ,5( , )i j i j

x yd d }, …, , , , ,( , )i j n i j n
x yd d , i = xs, s, m, l, xl, xxl; j = 1, 2, 3, …, J. It should be noted that 

when the pieces are not placed, key points are initialized to (0,0);
Step 2: Place into piece from the top-left corner, update and record its key points sequence Pi,1;
Step 3: Place into a new piece. Compare the top-left point of the new piece with all the points of Pi,1, judge 

whether there are overlapping, if no, place it, record and update the key points sequence Pi,2; otherwise, place an-
other new piece;



65

Journal of Computers Vol. 34 No. 5, October 2023

Step 4: repeat step 3 until all pieces are placed.

4.3   Overlapping Evaluation

Both no-fit polygon and inner-fit polygon can solve the overlapping problem in the layout problem [27, 28]. For 
two pieces, the no-fit polygon and inner-fit polygon describe all the overlapping placements. To obtain the no-fit 
polygon, one of the pieces is fixed and the other as the movable piece. The no-fit polygon is all the translations 
that place the movable piece to overlap the fixed piece [29]. The inner-fit polygon is derived from the no-fit poly-
gon, the difference between them is the inner-fit polygon represents the translations by placing the movable piece 
completely inside a container [30]. 

The no-fit polygon and inner-fit polygon are mainly relying on the point contact. Based on the two concepts, 
we propose the key points to judge the overlapping. For two pieces, firstly find the most convex point of the new 
piece, calculate the distance between the most convex point with all the points of the placed piece. When all the 
distances are greater than zero, there will be no overlapping.

4.4   The GA Algorithm

After applying the key points positioning strategy to solve the stripe alignment problem, it is also necessary to 
choose a suitable optimization approach to improve the utilization rate of the fabric.

As per the observations of Tsao et al. [10], we choose the genetic algorithm (GA)  to optimize the layout. 
The GA algorithm is a meta-heuristic algorithm that mimics the biological evolution, first proposed by Professor 
Holland in 1970s based on the Darwin’s evolutionary theory [8, 15, 31]. The GA algorithm evolves a completely 
random individual population (the solution space) to obtain a better individual (the optimal solution). The GA al-
gorithm flow chart as shown in the dotted box on the right of Fig. 3 and the vital elements in the GA algorithm as 
follows: 

Encoding.  Encoding converts a solution of the problem into a chromosome that can be understood by the GA 
algorithm. We use sort encoding according to the area of the pieces. Fig. 5 shows the coding rules in detail. We 
sort 5 pieces as per their actual area Si,j. The number starts from 0, for example, the number of the largest piece is 
0, that is j = 0. 

Initial Population.  The vital step of the GA algorithm is to generate the initial population, which is randomly 
composed of a certain number of individuals or artificially set according to the performance of the optimal solu-
tion [2, 15]. The size of the initial population depends on the scale of the layout problem. It generally cannot be 
less than 10, and should not be greater than 1000. In this paper, we set the initial population size to 5M and use 
the pre-layout obtained by the BLF algorithm as the initial population.

Fitness Function.  The important foundation of population evolution is the fitness function. According to 
Gonçalves [32], the fitness function can be defined by the quality of a solution. In this work, we use the objective 
function F as the fitness function.

Genetic Operator.  The genetic operators are mutation, crossover, and selection, which simulate chromosome 
evolution in three ways. These operators should be repeated before the stopping criteria are reached [15].

First of all, the selection operator determines the individuals that are suitable for an inheritance to descen-
dants. This article uses the roulette wheel selection strategy. The selection probability Pm of the m-th individual is 
calculated by equation (10).

100%.m
m

mm

F
P

F
= ×
∑ (10)

where, Fm is the fitness value of the m-th individual.
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Secondly, the crossover operation refers to exchanging some genes between two homologous chromosomes to 
form two new individuals.  We adopt the single-point crossover and two-point crossover operators. Their princi-
ples are shown in Fig. 6 and Fig. 7, respectively.

          

Fig. 6. Exchange of genes by single-point crossover operator   Fig. 7. Exchange of genes by two-point crossover operator

Finally, the mutation is the operation that changes some genes of a chromosome to produce a new one. In the 
mutation operation, two homologous chromosomes and their mutation positions are selected randomly. Then, the 
two mutation positions are swapped to generate two new individuals.

Stopping Criteria.  The termination condition of the GA algorithm can be that the best fitness of the individual 
has reached the threshold or the evolution has been performed for the specified maximum number of generations 
[15, 33]. Generally, to control the computational time, the maximum evolutionary generations should be limited 
to 100-600. 

The GA algorithm has strong robustness in solving combinatorial optimization problems. Mutation operator is 
an approach that escapes the local optimal solutions. It is different from other algorithms in the sense that it finds 
the best solution among all the feasible solutions and avoids generating local optimal solutions [15]. 

5   Results

5.1   Experimental Environment and Parameters

The experimental result is an important index to evaluate the feasibility of the algorithm. All the algorithms are 
coded in C++ and compiled in Visual Studio 2010.  The tests are performed in a PC equipped with a 2.11GHz 
Intel i5 CPU and 12GB RAM.

We define the objection function F as the fitness function of the GA algorithm. Fig. 8 shows that the fitness 
value fluctuates up and down when the number of iterations is small, and it is stabilized after 300 iterations. 
Therefore, the GA algorithm is allowed to evolve for 300 iterations. According to the theory of Soares and Vieira 
[33], the recommended parameters of the GA algorithm values are shown in Table 2. We adjust the parameters 
according to the instances of this study.

Table 2. The selected parameter of the GA algorithm

Parameters Suggested value Value used in the proposed approach
Population size ≥100 5M
Crossover rate 0.6 ≤ Pc ≤ 0.99 0.8
Mutation rate 0.01 ≤ Pm ≤ 0.01 0.01

Crossover operator Two points Two-point and single-point
Number of iterations 100-600 300
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Fig. 8. Relationship between fitness value and generation

5.2   Datasets

Some classical benchmark instances were tested and verified by massive approaches in the literature. The shapes 
of most of those instances are used to simulate the shapes involved in the apparel industry [34]. We selected 15 
instances to evaluate the proposed approach. In order to evaluate these instances by the proposed approach, we 
adjusted the width of the white and black stripe to 5 mm. These 15 instances were presented in [21], which were 
collected by ESICUP (EURO Special Interest Group on Cutting and Packing, https://www.euro-online.org/web-
sites/esicup/data-sets). In the testing dataset, we also added a Stripedshirts instance taken from a Chinese apparel 
industry. The shapes of the Stripedshirts are shown in Fig. 2. The features of the 16 instances are clearly listed in 
Table 3. 

Table 3. The datasets information

No. Dataset Number of different 
pieces

Total number of 
pieces

Feasible orientations (°) Average vertices by 
pieces

1 Albano 8 24 0, 180 7.43
2 Dagli 10 30 0, 180 5.60
3 Trousers 17 64 0, 180 5.06
4 Shirts 8 99 0, 180 6.63
5 Shapes0 4 43 0 8.75
6 Shapes1 4 43 0, 180 8.75
7 Shapes2 7 28 0, 180 6.29
8 Swim 10 48 0, 180 21.90
9 Dighe1 16 16 0 3.87
10 Dighe2 10 10 0 4.70
11 Fu 12 12 0, 90, 180, 270 3.58
12 Jakobs1 25 25 0, 90, 180, 270 5.60
13 Jakobs2 25 25 0, 90, 180, 270 5.36
14 Mao 9 20 0, 90, 180, 270 9.22
15 Marques 8 24 0, 90, 180, 270 7.37
16 Stripeshirts 4 5 0, 180 6.40
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5.3   Experimental Result

Five sets of published results were considered for comparing the proposed approach. Hopper [35] collected and 
presented 18 benchmark instances for the CP problem. After a few years, Egeblad et al. [36], Bennell and Song 
[37], Shalaby and Kashkoush [34], and Sato et al. [30] proposed new heuristic solution methods for the CP prob-
lem and presented their experimental results. 

In Table 4, we compare the best utilization obtained by the proposed approach with the five sets of published 
results taken from literature. The best utilization is marked by gray color. It can be seen that the proposed ap-
proach could perform better in 12 out of the 16 instances with an inferior difference of 1%, thus making the pro-
posed approach a very competitive one. The proposed approach could obtain the best utilization for the Marque 
instance with an increase of 2.4%. The Swim, Shapes0, Shapes1, and Mao performed very poorly as four in-
stances have more number of vertices which were challenging for the HSFL model. 

The execution time is another evaluation criterion of the solutions. In the comparison of the execution time, 
the number of iterations and computer configuration need to be considered. Hence, for a fair comparison, we run 
those approaches for 30 iterations in the same computer configuration. In Table 5, we compare the execution time 
of the proposed approach with those of the considered five approaches. The least execution times are underlined. 
Hopper [35] and Egeblad et al. [36] took the highest execution time. The proposed approach took the least exe-
cution time on 10 out of the 16 instances. Fig. 9 focuses on the examples of Stripedshirts from China’s apparel 
industry.

Table 4. Maximum utilization (%) for benchmark instances obtained by the proposed approach and other best solutions in the 
literature

No. Datasets
Algorithms

Hopper 
(2000)

Egeblad et al. 
(2007)

Bennell & 
Song (2010)

Shalaby & Kashkoush 
(2013)

Sato et al. 
(2019)

The proposed 
approach

1 Albano 84.09 87.43 87.88 83.36 89.06 91.63
2 Dagli 77.1 87.15 87.99 83.97 88.73 90.79
3 Trousers 79.12 89.96 90.38 88.36 91.06 92.77
4 Shirts 79.65 86.79 89.69 86.26 88.52 90.78
5 Shapes0 57.83 66.50 64.35 65.41 68.79 68.32
6 Shapes1 62.25 71.25 72.55 71.25 76.73 74.45
7 Shapes2 63.97 83.60 81.29 74.74 83.61 85.47
8 Swim 67.42 74.37 75.04 68.25 75.66 73.24
9 Dighe1 71.01 100 100 100 100 100
10 Dighe2 70.23 100 100 100 100 100
11 Fu 83.82 90.96 90.28 89.06 92.31 93.37
12 Jakobs1 74.25 78.89 85.96 81.67 89.09 93.21
13 Jakobs2 68.4 77.28 80.40 77.20 87.73 90.57
14 Mao 68.65 82.54 84.07 78.4 86.05 85.27
15 Marques 82.73 88.14 88.92 86.47 91.02 93.42
16 Stripedshirts 87.52

Table 5. Average execution time (s) in 300 runs for benchmark instances obtained by the proposed approach and other best 
solutions in the literature

No. Datasets
Algorithms

Hopper 
(2000)

Egeblad et al. 
(2007)

Bennell & 
Song (2010)

Shalaby & Kashkoush 
(2013)

Sato et al. 
(2019)

The proposed 
approach

1 Albano 25.32 23.27 24.32 24.14 24.05 21.32
2 Dagli 28.76 26.12 26.37 28.39 25.15 27.45
3 Trousers 20.12 23.69 22.01 20.13 21.29 18.52
4 Shirts 22.31 21.03 16.12 20.04 16.41 20.58
5 Shapes0 28.33 27.15 27.24 26.13 20.39 19.46
6 Shapes1 24.67 24.11 23.15 21.07 18.31 20.21
7 Shapes2 27.21 23.05 17.84 22.72 19.25 21.36
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8 Swim 27.42 26.91 26.24 24.25 20.14 19.42
9 Dighe1 11.43 10.21 10.24 9.30 8.25 5.21
10 Dighe2 10.67 10.37 10.03 9.17 8.31 4.70
11 Fu 23.82 22.31 23.35 21.52 19.79 16.34
12 Jakobs1 28.23 25.23 25.11 24.15 20.41 22.46
13 Jakobs2 28.33 24.78 24.15 23.79 24.85 24.52
14 Mao 23.54 21.20 20.29 21.58 18.49 17.24
15 Marques 21.23 23.41 21.04 19.31 19.24 15.21
16 Stripedshirts 21.66 21.17 21.41 20.28 19.41 15.06

        

Fig. 9. The layouts for the Stripedshirts datasets

6   Conclusion

In this paper, we study a CP variant with position constraints, the HSFL problem. For this practical problem, we 
establish an integer linear mathematical model and propose an approach to solve it. We process the parameters of 
fabric and pieces based on the machine vision system. 

Different from the existing layout algorithms, we propose the TLF algorithm based on key points positioning 
strategy, and combine it with GA algorithm to solve the layout problem with position constraints.

The proposed approach has been tested on 15 datasets available in literature on the irregular strip packing 
problem and a research instance of this study. Comparing the computational results for these datasets, we can 
conclude that the proposed approach has the potential to minimize the wastes and computing time. Also, it can 
solve the CP problems with position constraints. However, this algorithm is not suitable for layouts of multi-size 
pieces. In future research, the development of algorithms can be strengthened in these fields.
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Data Availability

The experimental data used to support the findings of this study are included in the article. The Stripedshirts in-
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