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Abstract. The electricity trading network increases network flexibility and lowers trading costs with the aid 
of 5G and IOT technology. While it has improved trading efficiency and enhanced system intelligence, its 
security vulnerabilities pose significant challenges. In this study, we propose an intrusion detection method 
that focuses on feature reduction and model pruning in electricity trading network. The method effectively ad-
dresses the imbalance issue of the IDS2017 dataset by employing the SMOTE algorithm, reduces feature size 
and computational complexity through the application of PCA, autoencoder, and random forest techniques, 
and develops a lightweight intrusion detection model specifically designed for electricity trading network 
using model pruning and compression techniques. Experimental results demonstrate the effectiveness of the 
proposed model in detecting intrusions. The achieved precision, recall, F1 score, and false positive rate are at 
least 98.8%, 87.9%, 90.0%, and 0.08%, respectively. Furthermore, we conducted a comparative analysis of 
different pruning thresholds and determined that reducing the dimensionality to 49 dimensions yields superior 
model performance, making it particularly suitable for resource-constrained electricity trading network. 

Keywords: electricity trading network, intrusion detection, feature selection, deep learning, convolutional 
neural network

1   Introduction

In recent years, the rapid growth and advancement of electricity trading network have revolutionized the energy 
industry, enabling efficient and dynamic electricity transactions [1]. With the development of digital technology 
and the rise of the trend towards intelligence, the electricity trading network in industrial control networks is 
undergoing digital transformation, utilizing an increasing amount of Internet of Things (IoT) technology. By con-
necting and integrating various IoT devices and sensors, it enables real-time monitoring and data transmission of 
power equipment status, load demand, and market information, enhancing system intelligence and responsive-
ness [2]. These sensors and actuators can sense their surrounding environment, communicate with each other, 
and exchange data through the Internet [3]. The IOT technology in electricity trading network enables people to 
monitor and control these devices remotely through the Internet and enables these devices to coordinate and co-
operate automatically [4], thus helping to improve the efficiency of trade work.

Meanwhile, 5G technology is a new generation of mobile communication technology that offers faster speed, 
lower latency, greater connection density and stronger network capacity. These characteristics make 5G the driv-
ing force for the development of the electricity trading network [5]. 5G provides high-speed low-latency commu-
nication and supports massive connectivity for the power trading system, enabling real-time decision-making and 
more intelligent energy management. Electricity trading devices, equipped with sensors, controllers, and com-
munication modules, enable the monitoring, control, and data transmission of power devices, thereby facilitating 
intelligent power trading and management. 

IoT has gradually become an indispensable part of electricity trading network, and have benefited people in 
multiple ways. However, it also faces several inherent challenges [6]: 1) Connectivity of electricity devices: 
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Due to their connectivity characteristics, these devices can easily connect to the Internet, but this also increases 
security risks [7]. Moreover, since these devices are often connected over unsecured channels like wireless net-
works, there is a possibility of confidential information being snooped during network communication. 2) The 
openness of electricity devices: electricity devices are typically open systems, allowing devices from different 
manufacturers to interconnect. While this interoperability enhances functionality, it also introduces complexity 
and greater security risks [8].  Additionally, hardware protocols, such as AMQP, MQTT, CoAP, and HTTP, add 
complexity to providing reliable network security methods [9]. 3) Resource-constrained electricity environment:  
electricity devices are usually embedded devices with limited hardware and software resources, resulting in re-
stricted storage space and operating environments. This makes them more vulnerable to attacks [10]. Due to their 
limited computing resources and energy, electricity devices cannot support advanced security implementations. 
Consequently, they are more susceptible to attacks compared to traditional computing environments [11].

It is necessary to adopt more effective and intelligent methods to detect security threats in electricity trading 
network, among which intrusion detection systems (IDS) are a typical representative. Intrusion Detection System 
(IDS) is a network security technology used to monitor network traffic and identify suspicious or malicious ac-
tivities [12]. IDS is a software application or tool used to monitor a network to ensure its security and detect any 
malicious activity that occurs [13]. Most IDS solutions have been adopted from existing computer networks, 
wireless sensor networks and mobile ad hoc networks. However, the unique characteristics of electricity trading 
network, such as connectivity to the global internet and lightweight resources, make the IDS proposed for these 
networks unsuitable for electricity trading applications [14]. Intrusion detection in the context of electricity trad-
ing network needs to take into account the unique characteristics of networks and devices, such as limited net-
work bandwidth and limited device capabilities [15]. It is necessary to adopt intrusion detection technologies that 
are suitable for electricity trading scenarios. At the same time, it is necessary to consider the large amount of data 
and the large number of devices in the Internet of Things system, and to adopt a distributed intrusion detection 
system suitable for processing high-dimensional data to improve detection efficiency [16].

In this paper, we propose a novel anomaly detection framework for the limited computing and storage resourc-
es in electricity trading network. This study performs dimension reduction on the original data and uses CNN 
(Convolutional Neural Networks) to establish the original anomaly detection model. Then, the constructed model 
is pruned and quantized to make it more suitable for the electricity trading network.

The contributions of this paper are as follows:
• We used the IDS2017 dataset and addressed its imbalance issue by utilizing the SMOTE algorithm, 

which resulted in a more balanced distribution of the original features.
• To reduce the input data size and subsequent computational complexity of the high-dimensional data, we 

employed various dimensional reduction methods, including PCA, autoencoder, and random forest.
• Building upon the traditional CNN deep learning algorithm, we developed a lightweight intrusion de-

tection model for electricity trading network with limited computational and resource capabilities. We 
achieved more efficient intrusion detection through model pruning and compression techniques.

The rest of the paper is organised as follows. Section II discussed the related work. The proposed model is 
presented in Section III. In Section IV, data collection strategies and datasets used are discussed. The analysis of 
the evaluation results are presented in Section V, with discussion and comparison results in Section VI. Finally, 
Section VII concludes the paper and offers ideas for future work.

2   Related Work

IDS solutions have received intensive attention from researchers and industries in the electricity trading network, 
and many IDS solutions have been proposed. Based on the detection approach, IDS solutions can be categorized 
into three approaches: signature, anomaly, and hybrid IDS model [17]. In general, the signature-based approach 
is effective for known attacks, while the anomaly-based is effective for unknown attacks [18]. However, due to 
the heterogeneity, dynamicity, and complex nature of the electricity network, the signature based approach is 
inefficient and ineffective because it requires continuous human interventions and knowledge expertise to extract 
attack patterns and signatures to update the IDS model [19]. Anomaly-based IDS detection gains advantages be-
cause it detects zero-day attacks and needs fewer human interventions [20]. The hybrid approach combines both 
signatures-based and anomaly-based approaches. However, because it is impractical to rely on pre-defined attack 
patterns (signature-based) intrusion detection in IoT, the utilization of the signature-based IDS is limited in elec-
tricity network [21]. To this end, anomaly intrusion detection systems play a vital role in intrusion detection in 
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electricity network.
Traditional methods of intrusion detection include signature analysis and threshold analysis methods. These 

analytical methods are based on a large number of existing abnormal samples, with corresponding thresholds and 
templates set in advance [22]. When a network packet matches these thresholds and templates, it will be identi-
fied as an attack behavior. This type of method usually has high accuracy and low false positive rates, but cannot 
detect unknown or variant attacks, so it is unable to effectively detect unknown attacks such as zero-day vulnera-
bilities [23]. Meanwhile, said criterion is also only a summary of the malicious traffic behavior found in the past 
and is typically difficult to quantify, so these methods cannot be readily adapted to the huge amount of network 
data. Therefore, some methods of log anomaly detection based on machine learning or deep learning have been 
proposed.

The intrusion detection method based on machine learning involves learning and analyzing a large amount 
of existing normal and abnormal network traffic data, and constructing a machine learning classification model 
through data processing, feature representation, and other processes to classify unknown network traffic [24]. 
Advancements in machine learning have produced models that effectively classify and cluster traffic for the 
purposes of network security. Early researchers attempted simple machine learning algorithms for classifica-
tion-clustering problems in other fields, such as the k-Nearest Neighbor (KNN) [25] support vector machine 
(SVM) [26], with good results on KDD99, NSL-KDD, DARPA, and other datasets. these datasets are out of date, 
unfortunately, and contain not only normal data but also attack data that are overly simple. It is difficult to use 
these datasets to simulate today’ s highly complex network environment. It is also difficult to achieve the expect-
ed effect using these algorithms to analyze malicious traffic in a relatively new dataset, as evidenced by our work 
in this study.

However, ML based methods have limited ability to capture features and it is difficult to analyze and extract 
hidden relationships. The development of deep learning in recent years has brought new breakthroughs to intru-
sion detection [27]. Deep learning is an end-to-end process that is capable of learning how to derive successful 
features from raw data, without taking time and labor-intensive hand-made applications [28]. Nowadays, deep 
learning approaches are leveraged in the intrusion detection domain to improve automation and accuracy.

Priya et al [29] suggested a DNN (Deep Neural Network) to recognize and forecast unexpected cyberattacks 
in IoMT (Internet of Medical Things) networks to establish reliable and productive IDS. The proposed DNN 
framework achieved improved accuracy and a 32% reduction in computation time, allowing quicker detection 
to prevent post-intrusion effects in critical cloud computing. Manimurugan et al [30] proposed a deep learn-
ing-based method Deep Belief Network (DBN) algorithm model for the intrusion detection system. In evaluating 
the performance of the proposed deep learning model DBN-IDS system and they used the CICIDS-2017 dataset 
for detection of attacks. They compared them with methods such as DNN, RNN, SVM etc, and their proposed 
model produced better results in all the parameters in relation to accuracy, recall, precision, F1-score, and detec-
tion rate.

Convolutional neural networks (CNNs), as the most widely used algorithm for analysing the data in depth 
using deep learning, have achieved excellent research results in computer vision, speech recognition, and natural 
language processing [31]. The CNN handles all kinds of datasets including network traffic dataset, and it is able 
to analyse the features. It can learn better features automatically than traditional feature selection algorithms [32]. 
In fact, the structure of packets and traffic is very similar to words, sentences, and articles compared to bytes in 
a network stream. Therefore, CNNs can not only select features but also classify the traffic data. The more traffic 
data, the more useful features the CNN can learn, the better classification the CNN performs [33]. Hence, CNN 
is suitable for the massive network environment. Besides, compared with other DL algorithms, the greatest ad-
vantage of CNN is that it shares the same convolutional kernels, which would reduce the number of parameters 
and calculation amount of training once greatly, it can more quickly identify attack type of traffic data.

In the context of the electricity trading network, the task of intrusion detection is more complex because of the 
large number of IoT devices and the large amount of data per device. Many studies combine deep learning and 
feature selection related technologies to improve the performance of intrusion detection. These feature selection 
algorithms can select the most useful features for intrusion detection, thereby reducing the impact of noise and 
redundant data and improving the performance of the model [34]. Xiao et al [35] proposed a new deep learning 
approach using CNN that selects the relevant features from dataset which has a huge data by incorporating the 
dimensionality reduction. Their approach has been improved the classification accuracy and also reduces the 
classification time. Selvakumar and Muneeswaran [36] developed a firefly algorithm which works based on filter 
and wrapper method for selecting the best features. They have selected only 10 features from KDD Cup dataset 
for detecting the attackers by using the mutual information value of features, wrapper-based Bayesian network 
and C4.5 algorithm. Their system computational cost was reduced. Kim and Cho [37] proposed a new CNN-
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based system for improving the classification accuracy. Their system selects the probable and nonlinear features 
automatically using GA from the complex dataset by applying the correlation values of features.

Based on previous research, we utilize CNN to achieve efficient extraction of traffic features and compare 
several feature dimensionality reduction methods to evaluate the performance of different feature selection ap-
proaches. Additionally, while model pruning techniques have been widely applied in the field of image process-
ing, they are rarely used in intrusion detection. Considering the limited computation and storage resources in IoT 
environments, this study applies model pruning methods to achieve efficient intrusion detection.

3   Lightweight Intrusion Detection Methods

In this section, we describe the system architecture in detail, and mainly introduce the core technologies of the 
model. The diagram of our model is shown in Fig. 1. It is divided into four parts in total. The first part is process-
ing the data. In order to overcome the problem of large dimension, feature reduction is followed by data process-
ing to eliminate features. The third part is using the CNN classifier to detect network intrusion. Finally, we utilize 
model pruning techniques to make the model more lightweight, making it more suitable for IoT environments. 
The following subsections will detail each step in the proposed method.

Fig. 1. The system architecture of our proposed method

3.1 SMOTE

In the field of intrusion detection, there is a problem of data imbalance due to the relatively small amount of ma-
licious attack data compared to normal data. In the problem of data imbalance, the number of samples for a few 
categories is small, resulting in the trained classifier leaning too much towards the majority category and ignoring 
the samples for a few categories. This may lead to high misjudgment rates in practical applications. Thus, several 
oversampling techniques have emerged and become an essential preparatory step of applying any classification 
task considering imbalanced datasets. In this study, we used SMOTE technology to balance the dataset and im-
prove the performance and robustness of the classifier to address this issue.

SMOTE sampling technology solves this problem by artificially synthesizing new minority class samples.  
SMOTE synthetically creates new samples considering the feature space of the instances rather than the instanc-
es themselves as a whole. This technique focuses on the features of the instances and the relationships between 
them to fulfil the minority class with additional instances. Specifically, it first randomly selects a sample from a 
few categories, then randomly selects a sample from its nearest neighbor, and multiplies the difference between 
these two samples by a random number to generate a new sample. Through this method, a few category samples 
in the dataset can be manually expanded, making the proportion of category samples in the training set more bal-
anced. In this way, SMOTE creates new instances of the minority class to give richer information to the classifi-
cation technique and thus enhances the quality of the prediction.
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3.2 Feature Reduction

In the field of machine learning and data mining, due to the high-dimensional problem of feature dimensions, 
there will be many problems, such as training time, overfitting and noise. To address these issues, feature reduc-
tion technology is needed to reduce the high-dimensional feature space to a lower dimensional space. In IoT in-
trusion detection, feature dimensionality reduction technology can help us reduce the number of features and im-
prove the efficiency and performance of intrusion detection systems. Feature dimensionality reduction techniques 
can be divided into two categories: feature selection and feature extraction. Feature selection is a method of 
directly selecting the most representative features from the original features, reducing the original feature set to 
a smaller subset. Common feature selection techniques include Filter, Wrapper, and Embedded methods. Feature 
extraction is a method of converting original features into new features through a certain algorithm, extracting 
the most representative information. Commonly used feature extraction techniques include PCA, LDA, etc. Here 
we choose the feature dimensionality reduction method used in this study for introduction.

PCA: Principal Component Analysis (PCA) is the most commonly used linear dimensionality reduction meth-
od in machine learning. It is widely used in data analysis and preprocessing. PCA aims to map high-dimensional 
data to low-dimensional space representations through linear projection. PCA is a statistical procedure which 
uses an orthogonal transformation. PCA converts a group of correlated variables to a group of uncorrelated vari-
ables. In order to reduce the dimensionality of the initial variables while preserving the variance in the sample 
as much as possible, many highly correlated variables can be transformed into independent or uncorrelated vari-
ables.

Suppose that a dataset has m objects x1, x2, xm, and each object contains n variables. To obtain the n0 (n0 < n) 
principal components, the process is based on the following steps:

Standardization of the raw data as follows: The raw data should have unit variance and zero mean.
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Top k eigenvector of co-variance matrix are chosen as the principal components. These will be the new, origi-
nal basis for the data. The Calculation of corresponding vector is given in Equation 5.
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In this way if the raw data is with n dimensionality, it will be reduced to a new k dimensional representation 
of the data. The principal component n0 (n0 < n) is used as a new data vector to replace the original data. After 
feature extraction, the unimportant and redundant feature can be removed to the greatest extent.

Random Forest: The random forest is a collection of unpruned decision trees for classification or regression 
purposes. By employing a tree classification algorithm, random forest constructs numerous classification trees, 
each of which is created using a distinct bootstrap sample from the original data. When the new data requires 
classification, it is evaluated by each of the trees in the forest. Based on each tree’s decision regarding the data’s 
class, a vote is cast. Finally, the forest selects the class that receives the most votes as the classification for the 
new data.

The two commonly used variable important measures in RF are Gini importance index and permutation im-
portance index (PIM). Gini importance index is directly derived from the Gini index when it is used as a node 
impurity measure. A feature’s importance value in a single tree is the sum of the Gini index reduction over all 
nodes in which the specific feature is used to split. The overall variable importance for a feature in the forest is 
defined as the summation or the average of its importance value among all trees in the forest. Permutation impor-
tance measure (PIM) is arguably the most popular variable’s importance measure used in RF. The RF algorithm 
does not use all training samples in the construction of an individual tree. That leaves a set of out of bag (OOB) 
samples, which can be used to measure the forest’s classification accuracy. In order to measure a specific fea-
ture’s importance in the tree, randomly shuffle the values of this feature in the OOB samples and compare the 
classification accuracy between the intact OOB samples and the OOB samples with the particular feature permu-
tated. In this work, we have used PIM to select an important subset of feature among all features.

STEP 1: For each decision tree in the random forest, calculate its out-of-bag (OOB) error using the corre-
sponding OOB data and denote it as errOOB1.

STEP 2: Randomly permute the distribution of the i-th feature value X of all N original samples, and calculate 
the OOB error again. This is denoted as errOOB.

STEP 3: Assuming there are Ntree trees in the random forest, the importance of feature X is calculated as 

1 2OOB OOB

tree

err err
N

Σ −
. The reason why this expression can be used as a measure of the importance of the corre-

sponding feature is that if the OOB accuracy significantly decreases after introducing random noise to a particu-
lar feature, it indicates that this feature has a significant impact on the classification results of the samples, mean-
ing it has a higher importance.

Autoencoder: Fig. 2 shows the structure of an Autoencoder, which consists of two parts: the encoder and the 
decoder. The encoder component transforms high-dimensional data to a lower-dimensional representation, while 
the decoder component maps the lower-dimensional data back to the original higher-dimensional space. The 
compressed layer represents the lower-dimensional data produced by the encoding process. The entire neural net-
work is trained to learn the identity function Xout = X, by adjusting the weights and biases of each unit, in order to 
optimize the network’s parameters.

Fig. 2. The architecture of Autoencoder which consists of an encoder and a decoder.
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An encoder and a decoder are represented as (6) and (7) respectively. W and b are weight matrix and bias ma-
trix of encoder respectively. WT and b′ are weight matrix and bias matrix of decoder respectively.

( ) : ( ) .E x W x b+ (6)

( ) : ( ) '.TD x W x b+ (7)

Auto-encoder identifies the difference between X and Xout as loss function, Mean Absolute Error (MAE) and 
Mean Square Error (MSE) are widely used loss functions in autoencoders. Equation (8) represents the loss func-
tion of auto-encoders.

min( : ( ( ) '), ).T
lossf W Wx b b x+ + (8)

.AE AEC W I b= ∗ + (9)

Autoencoder is typically used to reduce the dimensionality of high-dimensional data while retaining important 
features of the data. Through this process, an autoencoder can effectively reduce the dimensionality of high-di-
mensional data while preserving its important features. This makes it easier to visualize and analyze the data and 
can be used for downstream tasks in machine learning to improve performance and reduce the risk of overfitting.

3.3 Intrusion Detection

Convolutional neural networks (CNN) are widely used in the field of intrusion detection in the context of the 
electricity trading network. CNN can automatically learn features, adapt to dynamic environments, process large-
scale data, and save computing resources. This makes it an important and applicable deep learning model in the 
field of electricity trading network intrusion detection. This subsection explains in detail about the existing con-
volutional neural network (CNN) model which is used for classifying the records as normal and attacker classes.

Fig. 3 describes the structure of the CNN which is composed of the input layer, convolutional layer, pooling 
layer, fully connected layer, and output layer. The main function of a convolutional layer is to extract features, 
and it can obtain many effective ones without any manual intervention. Convolutional layers always serve as the 
beginning structure of the whole network. Convolution kernel size can be defined to extract local features with 
different sizes and different convolution kernels can represent different features. The results output from the con-
volutional layer are mapped by a nonlinear operation, which is usually achieved through the activation function 
such as rectified linear unit (ReLU), Tanh, and Sigmoid function. The main purpose of the pooling layer is to re-
duce the dimension of current data, which is actually the process of sampling. Pooling layer not only retains the 
main features but also greatly reduces the computation of the model. Max pooling and average pooling are two 
major operations in this layer. One calculates the maximum of local units and the other figures out the average in 
the feature map. Finally, the fully connected (FC) layer determines the output category which the input belongs.

Fig. 3. The architecture of CNN
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The CNNs of different structures have varying numbers of convolution layers and pooling layers. Assume that 
the input characteristic of the CNN is feature map of the layer i is Mi−1 , the weight coefficient is indicated by Wi , 
the operation symbol ⊗  represents the convolution operation and the deviation quantity is bi. Then, the convolu-
tion process can be expressed as

1( ).i i i iM f M W b−= ⊗ + (10)

The convolutional layer extracts different feature information of the data matrix Mi−1 by specifying different 
window values, and extracts different features Mi in the data through different convolution kernels. In the con-
volution operation, the same convolution kernel follows the principle of “parameter sharing” that is, sharing 
the same weight and offset which markedly reduces the number of parameters of the entire neural network. The 
pooling layer usually samples the feature map in accordance with different sampling rules after the convolutional 
layer. 

The sampling criterion generally selects the maximum or mean value of the window region. The pooling layer 
mainly reduces the dimension of the feature, thereby decreasing the influence of redundant features on the model.

After several rounds of convolution and pooling, the CNN ultimately outputs the final result using the softmax 
function. The softmax function was used to calculate the probability distribution of an N-dimensional vector, 
which can be defined as:
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i M z
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=
∑
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where i and zi are the output from pervious layers, Oi indicates the output of softmax function, and M is the total 
number of output nodes.

3.4 Model Pruning

Deep learning models have achieved tremendous success in fields such as image recognition, natural language 
processing, and speech recognition due to their powerful learning and inference capabilities. However, deep 
neural network models typically require a large number of parameters and have significant computational costs, 
which limit their practical deployment and implementation. Intrusion detection functions are mostly integrated 
into IoT devices such as IDS and IPS, which not only require accurate detection but also need to consider effi-
ciency and cost issues. In today’s context of massive data scale, complex data features, and diversified attack 
methods, intrusion detection methods that balance accuracy and efficiency are more suitable for specific sce-
narios with limited resources. In IoT intrusion detection, the application of techniques such as model pruning, 
compression, and quantization to CNN models can improve the efficiency and performance of the model, making 
it suitable for resource-constrained IoT environments. Therefore, to reduce the parameters and computational 
resources of deep neural networks and improve the efficiency and generalization performance of the model de-
tection, this study performs model pruning based on the previous anomaly detection framework.

Model pruning reduces the size and computational complexity of the model by removing redundant and unim-
portant parameters. Common pruning methods include structural pruning and weight pruning. Structural pruning 
reduces the model size by removing entire neurons or layers, while weight pruning reduces the parameter count 
by setting the weights to zero. In intrusion detection, model pruning can reduce storage space and computational 
requirements, improving the operational efficiency of the model on IoT devices. Based on the pre-built anomaly 
detection architecture, this research adopts weight pruning based on L1 regularization to achieve model light-
weighting. This method removes the connections with smaller weight values in the network by introducing L1 
regularization, reducing the model size and computational complexity, thus achieving model compression and 
acceleration effects. As Fig. 4 shows, the pruning process in this study is as follows:
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Fig. 4. The pruning process in this study

Step 1: Train the model with L1 regularization: On the previously built neural network model architecture for 
log anomaly detection, add L1 regularization term to the weight matrix of the model. The L1 regularization term 
is calculated by multiplying the L1 regularization coefficient with the sum of absolute values of all elements in 
the weight matrix. This term is then added to the original loss function, resulting in the following loss function L:

,L Loss wiλ= + ∑ (12)

where λ is the L1 regularization coefficient, and |wi| represents the i-th element of the weight matrix.
Step 2: Remove connections with small weights: After training, for each weight matrix, sort the absolute val-

ues of the weights in descending order and remove a portion of the weights with the smallest absolute values, so 
that the remaining weights account for a predetermined threshold ratio of the total weights. This study evaluates 
the optimal pruning threshold by comparing different thresholds. After removing the connections with small 
weights, some unused connections are formed. These connections can be directly removed after the model train-
ing by setting their corresponding masks to 0, ensuring that their weights will not be updated in subsequent pro-
cesses.

Step 3: Fine-tune the pruned model: This study fine-tunes the pruned model using the previous training data 
through multiple iterations of epochs. The above steps can be repeated multiple times, obtaining a more compact 
model through pruning, followed by retraining and fine-tuning until the desired model size and accuracy require-
ments are met.

4   Experimental Evaluation

In this section, we first describe the dataset used for our experiments and related data processing method. The we 
discusses the environmental settings, the evaluation measures, the Intrusion detection of conducting the experi-
ments using the proposed approach, the comparative experiments with different parameters, comparison between 
the proposed approach and other standard algorithms, and a summary of the discussion.
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4.1 Dataset

The dataset used in our experiment is CIC-ISDS-2017, which contains benign and the latest common attacks, 
similar to real world data. The CIC-IDS-2017 dataset provides multiple labeled data files, each containing a large 
number of network traffic records. The distribution of this CIC-ISDS-2017 is shown in Table 1. Each record 
includes various feature fields such as source IP address, destination IP address, source port, destination port, 
protocol type, packet length, and label. By analyzing these features, models can be built to detect and classify 
different types of network attacks. CIC-ISDS-2017 dataset reflects real traffic scenarios in real networks as well 
as newer means of attack. Meanwhile it contains benign traffic and up-to-date common attack traffic representa-
tive of a real network environment.

Table 1. Distribution of CIC-ISDS-2017 dataset

Traffic type Traffic family Count
Benign Benign 2359087

Intrusion

DoS Hulk 231072
PortScan 158930

DDoS 41835
DoS GoldenEye 10293

FTP-Patator 7938
SSH-Patator 5897

DoS slowloris 5796
DoS Slowhttptest 5499

Bot 1966
Infiltration 36
Heartbleed 11

Web Attack Brute Force 1507
Web Attack Sql Injection 652

Web Attack XSS 21

4.2 Feature Processing

Class Imbalance: In the context of the electricity trading environment, due to the large volume of data and its 
inherent imbalance, it is common to encounter situations where the number of normal samples far exceeds that of 
abnormal samples. This imbalance poses a challenge as machine learning models may not adequately learn from 
the rare abnormal samples during the training process, thereby impacting the accuracy of intrusion detection. As 
highlighted above, IDS datasets generally suffer from higher class imbalance compared to datasets from other 
domains. In our experiments, CICIDS2017 has 90% benign samples, with the rest containing different types of 
attacks, which can be showed as Fig. 5. This can fundamentally be attributed to the nature of these attacks, even 
in real-world deployments where the majority of the network traffic is expected to be benign.

Here, we address the imbalance issue in the dataset by focusing on the minority class and applying oversam-
pling techniques. By utilizing the SMOTE algorithm for oversampling, we can enhance the recognition capabil-
ity of the intrusion detection system for minority class abnormal samples in the context of the electricity trading 
network. This approach improves the accuracy and robustness of the model.

Data Standardisation: IDS datasets are sometimes high dimensional in nature (e.g. CICIDS2017 dataset has 
78 features). In the case of such higherdimensional datasets without any form of normalization, machine learning 
models in general do not optimise very well or take much longer to train. We standardized the CICIDS2017 data-
set to make it easier for the model to capture important patterns and regularities in the data. This helps improve 
the performance and accuracy of the intrusion detection model.

Dimensionality Reduction: In this study, we previously provided a detailed introduction to relevant feature 
selection techniques. In this study, we employed methods such as Autoencoder, PCA, and Random Forest to 
perform dimensionality reduction on the original data. By dimensionality reduction, we are able to reduce the 78 
dimensions of the original dataset to the desired dimensions, effectively reducing computational complexity and 
facilitating its use as input for the CNN model. Here, we employ different dimensionality reduction methods to 
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reduce the features to 64, 49, 36, and 25 dimensions, respectively, in order to evaluate the effects of different di-
mensionality reduction methods and different dimensions.

Fig. 5. Distribution of anomaly categories

4.3 Evaluation Metrics

Our experiment result is evaluated according to precision, recall, F1 score, false positive rate (FPR). These index-
es were calculated by TP, FP, TN and FN, where TP represents that the predicted value and the actual value both 
are true; FP represents that the predicted value is true, while the actual value is false; FN indicates that the pre-
dicted value is false, but the actual value is true; TN means the predicted and true values both are false. Precision 
is calculated by Eq.(12), which measures the proportion of correct predictions among all predictions. Recall is 
calculated by Eq.(13), which shows the detected true anomalies in all real anomalies. F1-measure is calculated 
by Eq.(14), which represents the combination of the precision and recall. FPR is calculated by Eq.(15), which 
measures the proportion of negative instances that are incorrectly predicted as positive.
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4.4 Evaluation Results

Model Parameters.  The various experiments have been conducted by using the Keras Library with Python pro-
gramming language to implement the feature reduction algorithm, intrusion detection and the model pruning in 
a CPU which is Intel(R) Core(TM) i7-7800X CPU @ 3.50GHz with 64 GB RAM and GTX2080Ti. In addition, 
the full dataset has been considered for performing training and testing processes in the ratio of 70% and 30%, 
respectively.

Performance Evaluation.  First, we use different dimension reduction methods to evaluate the performance 
of the proposed model including PCA, random forest (RF), and Autoencoder. In addition, the feature reduction 
methods were used to reduce the original data to different feature dimensions, specifically 36 dimensions and 64 
dimensions in our experiment. The model uses training data to train and verifies the training results on the test 
set. Precision, Recall, F1 Score, and FPR are used to measure the performance of the model. The final experi-
mental results are listed in Table 2.

Table 2. Comparison of model performance among different dimension reduction methods

Technique Precision Recall F1 Score FPR
PCA (36) 99.2% 94.4% 98.0% 0.06%
PCA (64) 99.6% 97.4% 97.5% 0.03%
RF (36) 99.2% 95.3% 95.7% 0.05%
RF (64) 99.5% 96.7% 96.5% 0.03%

Autoencoder (36) 99.2% 98.3% 96.6% 0.05%
Autoencoder (64) 98.8% 97.9% 90.0% 0.08%

The experimental results show that the proposed model efficiently detects intrusion data by dimensionality 
reduction. Precision, Recall, F1 Score, and FPR can reach 98.8%, 87.9%, 90.0%, and 0.08%. Based on the ex-
perimental results of three feature reduction methods for intrusion detection, PCA showed the best performance, 
achieving an F1 score of 98.0% and the False Positive Rate of 0.03%. Random Forest performed relatively well, 
while Autoencoder had the lowest performance. This result indicates that the low-dimension feature dataset after 
PCA realizes redundancy removal in network traffic and obtains better detection results. PCA tends to preserve 
the discriminative features that contribute significantly to separating normal and intrusive instances, leading to 
high performance. Although random forest may not provide the same level of dimension reduction as PCA, its 
ability to handle nonlinear relationships and feature interactions could still lead to reasonably good performance 
in intrusion detection. Autoencoder might have failed to capture the relevant information and discard the noise 
adequately, resulting in a less discriminative feature representation for intrusion detection. Additionally, the com-
plexity of the Autoencoder model might not have been suitable for this dataset, leading to suboptimal results.

From the above results, it can be observed that as the data dimensionality decreases, the model performance 
gradually declines. We selected the PCA dimensionality reduction method, which exhibited the best performance, 
to examine the specific impact of different dimensions on model performance. The detailed results are shown in 
the following Table 3.

Table 3. Comparison of model performance based on PCA with different dimensions

Methods Precision Recall F1 Score FPR
PCA (64) 99.6% 97.4% 97.5% 0.03%
PCA (49) 99.4% 97.4% 97.5% 0.03%
PCA (36) 99.2% 94.4% 98.0% 0.06%
PCA (25) 98.6% 93.4% 92.5% 0.08%

From the results, it can be observed that as the dimensionality decreases, PCA discards some of the original 
data’s information, which may result in the model being unable to fully capture the complexity and variability of 
the data. Therefore, higher dimensions such as 36 and 49 dimensions often better retain important features that 
contribute to model classification and recognition. Lower dimensions such as 25 dimensions may oversimplify 
the model and fail to adapt to the complexity of the data. This can lead to underfitting or inaccurate predictions 
when dealing with new samples. Among the given results, reducing the dimensionality to 49 dimensions shows 
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relatively better model performance with higher Precision, Recall, and F1 Score, while maintaining a lower FPR. 
Therefore, based on the provided dimension selections, reducing to 49 dimensions may be the optimal choice.

The Fig. 6 illustrates the detection performance of the model against different types of attacks. Overall, the 
model demonstrates strong performance in detecting various types of attacks, such as BENIGN, DDoS, and DoS 
attacks etc. However, there are some specific attack types, such as Bot, Web Attack Brute Force, where the mod-
el’s performance is relatively lower. The lower detection performance can be attributed to insufficient training 
data, so it limits the expressive capability of features. Moreover, complex or evolving attack patterns can have 
diverse and evolving patterns, making them more challenging to detect accurately.

Fig. 6. The detection performance on different types of attacks

Finally, we compared the impact of model pruning on the performance of intrusion detection models. We 
mainly used different pruning thresholds to evaluate the performance changes of the models. The specific results 
are shown in the graph. Additionally, in assessing the performance metrics of the models, we included training 
time and model size, which are important for future deployment.

Table 4. Comparison of model performance based on PCA with different thresholds

Thresholds Precision Recall F1 Score FPR Time (s)
10% 98.7% 92.5% 92.7% 0.03% 376.2
20% 98.9% 94.3% 95.2% 0.05% 352.0
30% 98.7% 94.7% 96.5% 0.07% 340.1
40% 99.1% 95.2% 96.7% 0.06% 355.3
50% 99.1% 94.9% 95.0% 0.08% 352.9
60% 99.1% 92.8% 91.5% 0.06% 352.4
70% 99.1% 93.5% 92.3% 0.06% 354.6
80% 99.1% 95.0% 95.1% 0.06% 352.8
90% 99.0% 93.2% 91.0% 0.06% 353.3

As the pruning threshold decreases, indicating higher compression (e.g., from 90% to 10%), there is a trend 
of decreasing precision, recall, and F1 score. The experimental results of the comparison are shown in Table 4 
above. This suggests that aggressive model pruning negatively affects the model’s ability to accurately detect 
intrusions. As the pruning threshold becomes more stringent, the model discards more weights and connections, 
leading to a loss of important information and affecting the model’s performance. The false positive rate (FPR) 
remains relatively consistent across different pruning thresholds, with values ranging from 0.03% to 0.09%. This 
indicates that model pruning does not significantly impact the model’s ability to correctly identify benign in-



226

Intrusion Detection Based on Feature Reduction and Model Pruning in Electricity Trading Network 

stances. The inference time decreases as the pruning threshold decreases, indicating that model pruning reduces 
the computational resources required for intrusion detection. The model size decreases as the pruning threshold 
decreases, indicating that model pruning effectively reduces the storage space needed for the model.

A balance needs to be achieved between model size, inference time, and performance metrics. In our experi-
ment, the optimal pruning threshold was determined to be 40%. We achieved an F1 score of 96.7% and an FPR 
of 0.06%. Additionally, the model training time was 355 seconds. At this threshold, the model strikes a balance 
between performance and model size, making it more suitable for deployment in IoT environments.

5   Conclusion

With the rapid development of electricity trading network, ensuring the security and integrity of the system has 
become a critical concern. Intrusion detection systems play a crucial role in mitigating these threats, but tra-
ditional IDS solutions are inadequate for electricity trading applications due to unique network characteristics 
and resource limitations. This paper proposes a novel anomaly detection framework that leverages dimension 
reduction and Convolutional Neural Networks to develop a lightweight intrusion detection model suitable for the 
limited computing and storage resources in electricity trading network, resulting in efficient and effective threat 
detection. We proposed a lightweight intrusion detection model with limited computational and resource capa-
bilities based on feature reduction and model pruning. The experimental results indicate that the proposed model 
not only considerably improves the classification detection performance of the intrusion network traffic but also 
significantly reduces the classification time, which can satisfy the real-time requirements of the intrusion detec-
tion system. In the upcoming work, we can utilize more methods such as model distillation to explore further 
advancements in model pruning. This is also a promising area of research with great potential.
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