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Abstract. Influence maximization (IM) problem in social network analysis aims to select a set of the most 
influential users that can maximize the influence spread in a network. The existing majority of efforts merely 
focus on the purpose of maximizing the spread of influence. Whereas the budget cost is a major factor needed 
to be taken into consideration in practical scenarios. In this paper, we consider both the influence maximiza-
tion and the cost minimization simultaneously in the process of influence spreading, and formulate the two 
targets as a multi-objective combinational optimization problem. A discrete multi-objective differential evolu-
tion optimization (DMODE) with mutation, crossover and selection operators specifically for the topological 
network structure is proposed. The algorithm combines multiple mutation operators to enhance exploration 
and exploitation, and an exploiting strategy based on degree ranking is developed to improve the convergence 
performance. Numerous experiments on four real-world social networks are conducted, and the obtained re-
sults demonstrate the outperformance of the proposed algorithm over the state-of-the-art methods. 

Keywords: social network, multi-objective optimization, influence maximization, cost minimization, discrete 
differential evolution algorithm

1   Introduction

Social networks are playing significant roles in the communication of our daily life as well as many other social 
activities such as marketing campaigns of innovative products or services, political movements, etc. Billions of 
individuals have plunged into Twitter, TikTok, Facebook, WeChat and Instagram, which have become primary 
social network platforms for the fast dissemination of the news, novel products, opinions and knowledge among 
the users. The intricate interactivity among the individuals in the social networks has aroused the research on vi-
ral marketing [1, 2], social behavioral analysis [3], rumor control [4], revenue maximization [5], opinion forma-
tion [6] and collective decision-making [7, 8]. 

Identifying influential spreaders from the network is one of the most significant topics of social network anal-
ysis. And seeking an influential node set of given size with the most collective spread of influence is regarded as 
influence maximization problem [15], which was modeled as a discrete optimization problem by Kempe et al. 
[9]. It has aroused the great interest of researchers due to the wide applications of influence maximization prob-
lem [10]. Viral marketing is one of such practices, of which the pivotal aim is to maximize the dissemination of 
promotion on novel products by offering free or discount samples to a set of initial consumers with the hope of 
recommending it to their adjacent friends in a network perspective [11]. 

Budget cost serves as an essential factor in various marketing applications. However, the majority of existing 
IM solutions merely take the influence maximization into account while ignoring the cost minimization. For in-
stance, a salesman wants to market and popularize a product, he/she would like to provide the product available 
for free use to some consumers with high reputations. These adopters will intensely spread information about the 
product to their friends and the friends of their friends, through which the marginal gain can be maximized. So 
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the salesman has to consider the total cost of employing these influential consumers under a limited budget, and 
such a scenario can be expressed as a multi-objective influence maximization problem. The corresponding target 
of the problem is to select a set of seeds that can maximize the amount of active nodes and minimize the budget 
cost simultaneously. 

A few recent studies have considered the multi-objective variants of the IM problem. Mohammadi and Saraee 
explored the relationship between influence maximization and the time factor, striving to achieve the maximum 
range of influence propagation in the least amount of spreading time [44]. Since the proximity of a node in the 
network to the graph center is a valid measure of propagation capacity, Sheikhahmadi and Zareie [12] incorpo-
rated the K-shell value in solving the influence maximization problem. Further, the budget is used as a constraint 
to maximize both the influence propagation function and the K-shell value of the seed set. Maximizing sales 
volume while reducing costs is a multi-objective problem in actual marketing campaigns [13]. However, the 
limited existing work attempted to address the bi-objective IM problem that seeks to maximize the effect of seed 
sets while minimizing the selection costs [14, 36]. Those presented algorithms keep the number of seed nodes 
unchanged when solving multi-objective influence maximization problem, but in actual marketing, the seed set 
size may vary from the budget. So it is not practical to arbitrarily treat the number of seed nodes as a constant 
parameter and then identify the fixed number of influential nodes at a lower cost. The above problem has been 
noticed by literatures [37, 53], in which the authors set the number of seed nodes to be a variable and proposed a 
bi-objective IM problem that maximizes the influence propagation while considering minimizing the budget cost. 
Nevertheless, the algorithms are time-consuming on large-scale networks, posing that there are still great chal-
lenges in identifying the multifarious solutions to the multi-objective influence maximization problem. Therefore, 
investigating the relationship between the seed set size and influence spreading coverage, and developing more 
effective policies for the problem needs to be further explored. 

The differential evolution algorithm (DE) [50] has been proved to be one of the most robust evolutionary 
algorithms, and has been widely used in various fields because of its simplicity, effectiveness and few control 
parameters [35]. In order to find diverse Pareto non-dominated solutions, in this paper, an improved differential 
evolution algorithm with multiple mutations, crossover and selection operators specifically for the topological 
network structure is put forward to address the influence maximization-cost minimization (IM-CM). Numerous 
experimental simulations on social networks validate that the presented algorithm is effective in terms of the 
diversity of the Pareto non-dominated solutions. The main contributions of this work can be emphasized as fol-
lows: 

(1)  A discrete differential evolution optimization based on network topology structure is proposed for the IM-
CM problem. 

(2)  The proposed DMODE algorithm conceives multiple mutation operators to strengthen the exploration and 
exploitation in the discrete topological solution space. 

(3)  An exploitation strategy based on degree ranking is designed for the mutation operation to improve the 
local search performance of the algorithm. 

(4)  Empirical results on four real-world networks demonstrate that the proposed discrete differential evolution 
algorithm is effective and efficient in optimizing the multi-objective influence maximization, and can be scalable 
to large-scale networks. 

(5)  The application scenarios of the intelligence evolutionary algorithm are further enriched by mapping it 
into topological network space. 

The rest of this paper is structured as follows. Previous works on the influence maximization problem is pre-
sented in Section 2. Section 3 introduces the concepts of IM and the original differential evolution algorithm. 
The proposed algorithm is detailed in Section 4. Section 5 describes the main results of the simulations and the 
performance comparison with other algorithms. Section 6 summarizes the work with future work. 

2   Related Works

2.1   Greedy-Based Methods 

Domingos and Richardson [15] initially explored the marginal gain in viral marketing from the viewpoint of net-
work and treated the problem as an influence maximization. Kempe et al. formulated the problem as a discrete 
optimization problem and proved it to be NP-hard [9]. The authors employed the Monte-Carlo mechanism to 
approximate the marginal return of each node in the network and selected the best node in each round using a 
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greedy algorithm based on the hill-climbing strategy. Although greedy algorithm can always give an approxima-
tion of 63% of the optimal solution, it is time-consuming due to the need for thousands of Monte-Carlo simula-
tions for each estimation, especially in large scale networks. 

To relieve the high time consumption of the original greedy strategy, Leskovec et al. [17] explored the prop-
erties of the submodular function and presented the Cost-Effective Lazy Forward (CELF) algorithm. A further 
optimized version called CELF++ was presented by Goyal et al. [18], which showed 50% efficiency improve-
ment over the CELF in some networks. Yu et al. [46] designed a three-stage greedy algorithm based on user at-
tributes. The algorithm firstly deletes useless nodes in the network, then puts the remaining nodes into the group 
of candidate seeds, and finally selects the seed set with the largest influence coverage from the candidate set. 
Experimental results proved that the accuracy of the solution found by the method is high. Following the greedy-
based methods, subsequent improved algorithms were reported in literature [19, 20]. Although there is greatly 
improvement in reducing time consumption when dealing with large-scale networks, the greedy-based algo-
rithms still suffer from low efficiency and even the accuracy of solutions.

2.2   Heuristic Methods

Topological centrality metrics were widely adopted to identify influential nodes for the IM problem. Besides the 
high degree centrality, betweenness centrality and other intuitive topology-based methods, Wang et al. [21] pro-
posed a novel centrality algorithm to mine key nodes by combining K-shell and information entropy. Fei et al. 
[22] proposed an inverse square law based on propagation paths to determine influential nodes. Abdollahpouri 
et al. [23] formulated a node centrality method by using the local topology properties as well as the global in-
formation of the nodes, in which only the sum of the shortest paths of some special nodes was calculated, mak-
ing it less complicated than degree centrality and closeness centrality. Qian et al. [33] suggested an innovative 
measure named clone selection based influence maximization algorithm inspired by Clonal Selection Theory. 
Eigenvectors centrality was adopted to rank the individuals in the population to enhance the performance of the 
algorithm. A heuristic method considering redundancy weakening and two types of seeds including the loose 
neighbors and the close neighbors into degree discount was introduced by Wang et al. [24]. When employed to 
large-scale networks, the heuristic method can reduce the computation time. 

A learning algorithm was introduced by Manchanda et al. [47] to handle combinatorial optimization problems 
through using a node filtering method. There are emerging researches [48, 49] adopting graph neural networks 
for influence maximization recently. Once the network topology is given, the set of seed nodes based on the to-
pological measures is determined directly. However, extensive simulations showed that the spread of influence of 
the set of seed nodes identified by the centrality measures tends to be overlapped, and is always inferior to that of 
greedy-based methods. 

2.3   Meta-Heuristic Methods

In the last few years, the superior performance of meta-heuristic algorithms on identifying influential nodes were 
demonstrated by optimizing a set of combinational objective functions. Simulated annealing was the first to be 
applied by Jiang et al. [25] to solve influence maximization, where the Monte-Carlo simulation mechanism was 
substituted by a function named expected diffusion value to evaluate the potential local influence of given can-
didate nodes. The meta-heuristic can greatly decrease the complexity of influence evaluation of given nodes, but 
tends to fall into local optimum easily. Gong et al. [16] proposed to approximate the expected influence prop-
agation within two-hop neighbors of the candidate node and introduced a discrete particle swarm optimization 
(DPSO) by modeling the evolutionary rules of the particles based on discrete network topology. Experiments 
showed that DPSO is superior to the greedy-based CELF++ in the perspective of seed quality. Cui et al. [26] 
introduced a degree descending search evolution (DDSE), in which the operations of the differential evolution 
including mutation, selection and crossover were adopted to update the candidate sets. However, DDSE performs 
ineffective in many scenarios due to its same parameter settings for each network. Considering the transmission 
of information or products does not have only one single property, Ni et al. [27] investigated the spread pattern 
of information in the way of simultaneous as well as independent in social networks from the perspective of 
multi-attribute of influence transmission, so as to obtain the approximate guarantee of the optimal solution. 

Recently, researchers successfully applied the ant colony optimization [31], gray wolf optimization [32], 
moth-flame optimization [28] as well as the differential evolution approach [29] to deal with influence maximi-
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zation problem and demonstrated the promising of meta-heuristics. In addition, the dynamic solutions were de-
signed to better fit the IM problem, due to the evolution of the social network topology over the time [30]. 

2.4   Multi-Objective Influence Maximization

Generally, the problem of maximizing influence is affected by various factors. To depict the actual situations, 
Yang et al. [14] took into account the cost minimization while solving the influence maximization and formulated 
it as a multi-objective IM-CM problem. 

A multi-objective biogeography-based strategy that optimizes both the influence maximization and cost min-
imization functions was presented by Sagar et al. [38]. The algorithm combines the optimal properties of bioge-
ography-based strategy with non-dominated sorting genetic algorithm-II (NSGA-II) to reduce the convergence 
time. Sheikhahmadi and Zareie [39] defined the multi-objective function as an influence metric, and used artifi-
cial bee colony approach to find near-optimal solutions within an acceptable time duration. A novel framework 
named PRNSGA-II based on NSGA-II was suggested by Qian et al. [36] to address IM-CM. The algorithm used 
PageRank value as an objective function, which can be utilized to sort and identify important nodes to effectively 
expand the coverage of influence dissemination. Olivares [37] adopted three swarm intelligence algorithms i.e., 
particle swarm optimization (PSO), black hole optimization (BHO) and bat algorithm (BA) to handle the IM-CM 
under the linear threshold model, and the experimental outcomes illustrated the three algorithms show greater 
convergence and higher diversity of solutions in resolving the multi-objective IM problem. 

To reduce the running time, Jia et al. [40] defined IM-CM problem as minimum cost seed selection with prob-
abilistic influence spreading guarantee and an algorithm called Sampling-Greedy was put forward. A constraint 
bound that changes over time was considered by Roostapour et al. [41] into the selection of the most influential 
node. The authors utilized the Pareto optimization method to achieve linear time approximation. Cunegatti et 
al. [42] devised a multi-objective evolutionary algorithm (MOEA) based on network scaling. The approach first 
downsizes the network to find the most influential nodes, and then maps these nodes to the original network by 
heuristic methods. The algorithm is effective in processing multi-objective problems, and the running time is im-
proved. 

The multi-objective influence maximization has two or more objectives conflicted with each other needed to 
be optimized. Searching all the non-dominated solutions is therefore essential for a multi-objective algorithm. 
The challenge of multi-objective influence maximization problem is how to well balance the influence spread 
maximization between other targets, such as budget cost [43] or time consumption [44], and obtain a set of ac-
curacy Pareto solutions. Therefore, developing effective and efficient algorithms for the problem remains a chal-
lenging research topic. In this paper, the differential evolution optimization, which has been widely applied in 
complex continuous optimization problems, is employed to address the IM-CM problem effectively.

3   Preliminaries

3.1   Influence Maximization and Propagation Model

Given a social network G=(V, E), identifying and selecting k individuals, which have the greatest ability to 
spread the information, as primary active nodes from nodes set V into the seed set S is the main purpose of the 
IM problem. 

*

, 
arg max ( ) ,

S V S k
S Sσ

⊆ =
=     (1)

where S* is the optimal seed set. 
In this paper, we employ the LT model to simulate the influence spreading in social networks. Linear threshold 

model is an influence cumulative model. Under the model, every node has a particular critical value θ that rep-
resents the difficulty of the node will be affected by its adjacent active neighbors. The lower the threshold is, the 
higher the potential that the node can be affected. The nodes that are in the active state at step t have chances to 
activate its inactive neighbors. During the process, the influence received by each inactive node is continuously 
accumulated. An inactive node v updates its state into active if and only if its threshold is exceeded by the sum of 
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the received influence, and it remains active till the spreading process ends. 
As defined in [37], given a directed and weighted graph G = (V, E, W, h) with node set V = {v1, v2, …, vn}, 

edge set E = {e1, e2, …, em} and edge weight vector W = {w1, w2, …, wm}, h represents a threshold function which 
allots one threshold θ to every node. Given a group of initial nodes S ⊆ V, the set of active nodes is F(S) ⊆ V. 
Equation (2) can be used to express the model. 

{ }1

1
( ) ( , )

( ) ( ) ( ,  ) ( )  ,
t

t t
u F S u v E

F S F S v V w u v h v
−

−
∈ ∈

  = ∈ ≥ 
  

∑

(2)

where Ft(S) denotes the active node set at step t, and w(u, v) is the influence of node u transmitted on v, i.e., the 
weight on the edge (u, v). At the very beginning t = 0, merely the seed nodes are active, thus F0(S) = S. Then, at 
time t > 0, all the nodes in Ft-1(S) plus the nodes that are activated at time t constitute the active node set.  In the 
linear threshold model, each node whose threshold is less or equal than the total weight of the edges from the 
nodes in Ft-1(S) pointing to it will be added to the active nodes set. For convenience, equation (2) is used as the 
first objective (i.e., influence maximization function) of IM-CM problem in this paper. 

3.2   Multi-objective Optimization 

A problem that optimizes multiple objective functions simultaneously is named multi-objective optimization 
problem. Hence the objective functions can be represented through a multidimensional optimization vector, as 
formulated in equation (3). 
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where f(x) is one of the k objective functions to be optimized, x = (x1, x2, …, xn) is a potential solution with n 
variables and Ω is the multi-dimensional decision space of the problem. 

Pareto dominance and Pareto solutions are the fundamental components in solving multi-objective problems. 
Given two decision making variables xA, xB Î W, if and only if fi (xA) > fi(xB) and fi(xA) ≠ fi(xB), i = 1, 2, …, k, 
then the xA dominates xB, expressed as xA xB. Let the decision variable vector x Î W be a Pareto non-dominated 
solution, if there not exists a decision variable x* Î W which dominates decision variable x, then the group of all 
non-dominated solutions is viewed as the Pareto solution set. The objective function values of every Pareto solu-
tion constitute the Pareto frontier. The mathematical expression is shown in equation (4).

{ }* *,   .PS x x x x¬= ∈W ∃ ∈W  (4)

The IM-CM problem mainly consists of two objectives. The first one is influence maximization and the sec-
ond one is to minimize the cost function. On behalf of defining the cost function, we assume that the cost of 
every individual in the social networks is the same and the amount of seed nodes is expressed as the cost value. 
Correspondingly, the formula of cost function is represented in equation (5). 
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How to select the most influential individuals with the least cost is a major work of IM-CM. Based on equa-
tion (2) and equation (5), the problem can be formulated as in equation (6). 

{ }( ) max ( ),  min Cos ( )  ,

. . ( )  .

f S F S t S

s t S F S

=

≤ (6)
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Obviously, single-objective optimization methods can hardly tackle this problem effectively, as Cost(S) always 
increases with the increase of F(S). Therefore, Cost(S) is added with a negative sign, and then the goals of the 
multi-objective function Pareto maximize the influence diffusion function and the negative cost function simulta-
neously, as reformulated as in equation (7). 

{ }max ( ) ( ),  os ( )  .f S F S C t S= − (7)

Different from the traditional influence maximization problem with only one objective function that needs to 
be optimized, IM-CM is a binary optimization problem that takes both the individual’s marginal return and its 
corresponding cost into consideration. The two-objective problem can produce a set of Pareto solutions, which 
allow decision makers to make alternative options for different influence spreading situations. 

3.3   Differential Evolution Algorithm

Differential evolution is a meta-heuristic global optimization algorithm proposed by Storn and Price [50]. Similar 
to most of other evolutionary algorithms, the standard DE is composed of mutation, crossover and selection op-
erators. Numerous experiments have proved that DE is one of the most robust algorithm in the evolutionary algo-
rithms variants. Furthermore, as a result of the power of differential evolution algorithm, it has been successfully 
applied to diversified research fields [45] including project scheduling problem [51], traveling salesman problem 
[52], and knapsack problem [34]. 

In the differential evolution optimization, it is supposed that a population consists of NP individuals. Each in-
dividual has a D-dimensional space and expressed as in equation (8). 

1 2,  ,  ,  ,D
i i i iX x x x=  (8)

where Xi represents the ith individual in the population. The individuals constituting the population evolve ac-
cording to the operators in a constant number of iterations, eventually obtaining an optimal solution. 

4   Proposed Algorithm

4.1   Discrete Encoding Mechanism

There are two kinds of encoding mechanism for the IM problem, including real-number encoding and binary 
encoding. The former one requires fewer amount of memory consumption but only preserves the form of the key 
node set. While the latter utilizes a n-bit string to indicate the status of the n nodes in the network, where 1 means 
the corresponding node has been selected as a seed, and 0 is not. 

Fig. 1. Population encoding of differential evolution algorithm
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According to the IM-CM problem, this paper adopts the binary encoding mechanism to encode the chromo-
somes. Assumed that each node in the social networks is assigned a distinct positive integer, then a gene in the 
chromosome can be portrayed by a node in the network. The chromosome population is schematized in Fig. 1, 
where each gene is marked with 1 or 0, indicating the corresponding node in the node set V is selected as a seed 
or not. The encoding mechanism is illustrated in Fig. 2. 

Fig. 2. An encoding illustration of a chromosome

4.2   Framework of DMODE for IM-CM

Initialization, mutation, crossover and selection are four fundamental operations of the discrete multi-objective 
differential evolution. Fig. 3 gives the flowchart of the algorithm for IM-CM. The framework of DMODE for 
IM-CM is shown in Algorithm 1. 

Fig. 3. The flowchart of the DMODE for IM-CM based on degree sorting strategy

Algorithm 1. Framework of DMODE for IM-CM
Require: Graph G = (V, E, W, h), the threshold function h, the crossover probability Cr, the scaling factor F, the number 
of iteration gmax, the population size NP, Candidate node set U and the network size n. 
Ensure: Pareto solution set S. 
1: X = Initialization(G, NP)
2: Select out the best vector Xbest based on maximum fitness value
3: t = 1
4: while t ≤ gmax do
5:        M = Mutation(X, Xbest, U, F, n)
6:        C = Crossover(X, M, n, Cr)
7:        X = Selection(X, C)
8:        S = max{F(S), -Cost(S)}
9:        Update the Xbest

10:       t = t + 1
11: end while
12: return Pareto solution set S.

Initialization.  Generally, the greater the multiformity of the population is, the higher the solution accuracy be-
comes. Therefore, the genes in the chromosomes are initialized by non-repetitive nodes selected randomly from 
the network. The main procedure is outlined in Algorithm 2. An example of initialization population is shown as 
Fig. 4.
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Algorithm 2. Initialization
Require: Graph G = (V, E, W, h) and the population size NP. 
Ensure: The initial population X.
1: Initialize population X with null vectors
2: for each Xi ∈ X (i = {1, …, NP}) do
3:       for jth dimension (j = {1, …, |V|}) do
4:            Xij ← Random{0, 1}
5:       end for
6: end for
7: return Initial population X. 

Fig. 4. An illustration of initial population

Mutation.  Mutation operation that can determine the quality of the solutions is the core step of DMODE. The 
mutation process uses the differential operator on two chromosomes to generate a new chromosome. Equation 
(9) expresses the generation of three independent chromosomes in the mutation process, where X is the original 
population and NP denotes the population size. 
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1 2 3

. ( ( ))
. ( ( ))
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. ( ( ))

. . 
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r
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r r r

X X get random NP
X X get random NP
X X get random NP
s t X X X

=
 =
 =
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(9)

The syntax structure widely used for mutation section is DE/r/s/t, in which DE indicates differential evolution 
algorithm, r denotes the mutated vector, s specifies the amount of differential vectors adopted and t represents the 
crossover mechanism. To improve the performance of the algorithm for exploration and exploitation during op-
timization, two of the most classic mutation operators (i.e., DE/rand/1/bin and DE/best/1/bin) are employed. The 
redefined discrete rules of generating mutant individuals are shown in equation (10) and equation (11). 

1 2 3( ) .i r r rM X F X X= ⊕ ∗ − (10)

1 2( ) .i best r rM X F X X= ⊕ ∗ − (11)

where Mi means the ith mutation chromosome; Xr1, Xr2 and Xr3 are obtained by equation (9); Xbest is the chromo-
some selected based on the maximum fitness value; F is zoom factor, the symbols “⊕” and “-” indicate mutation 
operation and differential operator, respectively. 

In equation (10), Xr2 and Xr3 are employed to conduct differential operation. Xr1 is generated as a benchmark 
chromosome. If the jth gene of Xr1 is 1 (i.e., a seed node) and its corresponding node is in the Candidate node 
set generated by the degree-based sorting strategy, as given in Algorithm 4, then it will be replaced by the state 
of the relative dimensional gene generated by the differential operation on Xr2 and Xr3. Equation (11) is similar to 
equation (10), Xbest is the basis chromosome, Xr1 and Xr2 are used to perform differential operation. The mutation 
process is shown in Algorithm 3. Mij is the state of jth gene of the ith chromosome in the mutant population. The 
Sigmoid function is used to generate the two outcomes, if the function value is greater than a random number, 
then the gene is represented as 1, and 0 otherwise. 
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A degree-based sorting strategy that are utilized to accelerate the convergence of the discrete differential evo-
lution algorithm is exploited in the process of mutation. The centrality method returns a set of nodes with rela-
tively high degree. Algorithm 4 describes the specific process of how to obtain this node set in detail. 

Algorithm 3. Mutation
Require: The parent population X, the optimal chromosome Xbest, Candidate node set U, 
the scaling factor F and network size n. 
Ensure: The mutation population X.
1: Initialize population M with null vectors
2: Generate Xr1, Xr2 and Xr3 according to equation (9)
3: for i = 1 to |X| do
4:      for j = 1 to n do
5:           if rand(0, 1) ≥ 0.5 then
6:                if j Î U && Xr1j == 1 then
7:                      Mij = Xr1j ⊕ F * (Xr2j – Xr3j)
8:                else
9:                      Mij = Xr1j

10:              end if
11:         else
12:              if j Î U && Xbestj == 1 then
13:                    Mij = Xbestj ⊕ F * (Xr1j – Xr2j)
14:              else
15:                    Mij = Xbestj

16:              end if
17:         end if
18:    end for
19: end for
20: return Mutated population M.

Algorithm 4. Degree-based sorting strategy
Require: Graph G = (V, E, W, h).
Ensure: The set of nodes U with relatively high degree.
1: Calculate the degree of each node in V
2: Rank all the nodes in V in a degree-descending order, denoted as DA
3: Count the number of nodes with degree 0 as R
4: if |R| > |V|/3 then
5:      Add the first two-thirds of DA into U
6: else
7:      Add the first two-thirds of DA into U
8: end if
9: return Candidate node set U.

Crossover.  The mutant population acquired by the mutation step is prepared for the crossover operation. The 
operation makes crossover between the mutant chromosomes and the original chromosomes to form the novel 
chromosome population. Then the chromosome individuals will be utilized in the selection step. 

In detail, a stochastic number drawn uniformly from [0, 1] and a preassigned crossover probability Cr are used 
to determine the crossover population. For every mutated chromosome and its corresponding original chromo-
some, the proposed method selects the states of genes from mutant into Cij if the Cr is less than a random num-
ber, otherwise, the corresponding states from the original chromosome are reserved. The detailed crossover rules 
are as follows: 

,  if (0,  1)
 .

,  if (0,  1)
ij

ij
ij

M rand Cr
C

X rand Cr
≤=  > (12)

where Ci is the ith crossover chromosome, Cr is the pre-set crossover probability, Cij, Xij and Mij are the states of 
nodes relative to the jth gene in crossover chromosome Ci, primitive Xi and mutant Mi respectively. Algorithm 5 
describes the crossover process. 
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Algorithm 5. Crossover 
Require: The parent population X, the mutant population M, the number of nodes n and 
the crossover probability Cr.
Ensure: The crossover population C.
1: Initialize C with null vectors
2: for i = 1 to |X| do
3:      for j = 1 to n do
4:            Renew Cij according to equation (12)
5:      end for
6: end for
7: return Crossover population C.

Selection.  In the last phase, the selection operation will be performed after finishing crossover. In this step, the 
proposed algorithm employs fitness value function (i.e., F(S) - Cost(S)) to evaluate each chromosome. To be spe-
cific, this operation calculates the F(S) and Cost(S) of each crossover chromosome as well as their corresponding 
original chromosomes. In order to make a tradeoff between the two objective functions, the strategy selects the 
individual with relatively large F(S) and comparatively small Cost(S) to update the original population. In other 
words, the original chromosome is substituted by the crossover with optimal fitness value. Through the process, 
the expected influence of the whole population will be increased iteratively. Specific formula is denoted as equa-
tion (13). 

{ }arg max ( ) os ( ),  ( ) os ( )  .i i i i iX F X C t X F C C t C= − − (13)

where F(Xi)-Cost(Xi) and F(Ci)-Cost(Ci) mean the maximum gain from the premier individual Xi and the cross-
over individual Ci, respectively. Finally, the chromosomes with larger fitness values are selected into the popula-
tion for the next generation. The selection process is explained concretely in Algorithm 6. 

Algorithm 6. Selection
Require: The parent population X and the crossover population C.
Ensure: The new population X.
1: for i = 1 to |X| do 
2:       Renew Xi according to equation (13)
3: end for
4: return Next generation population X.

5   Experiments Results

The proposed algorithm is implemented by Python and performed on an Intel(R) Xeon(R) Gold 5218R CPU @ 
2.10 GHz with 64 GB memory in a Windows system. Influence spread and Pareto solutions are adopted as two 
criteria to assess the effectiveness and accuracy of DMODE for influence maximization-cost minimization prob-
lem. 

5.1   Datasets

To verify the performance of the proposed algorithm, experiments are carried out on four social networks with 
different statistic characteristics.  

• Football. The Football network includes “U.S. high school soccer summer A class regularly season con-
nection figure of 2000”.  

• Elegans. Elegans network encompasses the neural network of the Caenorhabditis elegans worm 
(C.elegans).   

• Wiki-Vote. It is a voting network on Wikipedia.  
• p2p-Gnutella04. Nodes denote hosts in the Gnutella peer-to-peer network topology and edges represent 

links among the Gnutella host computers. 
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Table 1. Statistical characteristics of the four social networks. |V| is equal to the number of nodes. |E| is the number of edges. 
<k> and d are the average degree and average shortest distance, respectively. C and AC denote the average clustering coeffi-
cient and the assortativity coefficient

Networks |V| |E| <k> d C AC
Football 35 118 3.37 2.122 0.339 -0.176
Elegans 306 2345 7.90 2.455 0.292 -0.163
Wiki-Vote 7115 103689 29.15 3.341 0.081 -0.083
p2p-Gnutella04 10876 39994 3.68 4.636 0.006 -0.013

Table 1 introduces the characteristics of the four social networks. Each node of the networks is given a thresh-
old h(v) that is more than half of the influence exerted to it. Given a social network G = (E, V, W, h), for each 
node v ∈ V, h(v) = ⌊w(v)/2⌋ + 1, where w(v) = ∑{w(u, v)|(u, v) ∈ E}. 

5.2   Baseline Algorithms

The DMODE will be compared with five classic methods including PSO, BHO, BA which are proposed in [37], 
DC (degree centrality) and NSGA-II. 

• PSO: Particle swarm optimization is a meta-heuristic optimization mimicking the behaviors of the flocks. 
• BHO: The black hole algorithm simulates the process of black holes continuously absorbing stars and 

searching for the optimal black hole according to successively randomly generated stars. 
• BA: Bat algorithm is a meta-heuristic optimization algorithm that uses the concept of the virtual bats, and 

employs echolocation to determine their distance from food or obstacles. 
• DC: As a local measure, degree centrality is a static way of selecting seed nodes, which firstly sorts the 

nodes by degree and then selects the top-k seeds with the highest degree. 
• NSGA-II: NSGA-II uses the same encoding mechanism as the algorithm in this paper, and adopted the 

F(S) and Cost(S) functions to maximize the influence propagation, resulting in a set of Pareto non-domi-
nated solutions. 

5.3   Simulations 

The experimental parameter settings of DMODE are given in Table 2. It’s worth noting that all parameter set-
tings related to the baseline algorithms are from the original literature in this paper. The maximal evolutionary 
generation gmax of the five algorithms (DMODE, PSO, BHO, BA and DC) on Football, Elegans, Wiki-Vote and 
p2p-Gnutella04 are set to 200, 300, 50 and 50. The learning factors c1 and c2 are set to 1 in PSO, and the inertia 
weight ω is set to 1. The α and γ are 0.9 in BA, ε is set to 1, and the fmin and fmax are set to 0.5 and 1.5, respective-
ly. 

Table 2. Experimental parameter settings

Parameter Value Explanation
F 0.5 Zoom factor
Cr 0.3 Crossover probability
NP 25 Population size

Fig. 5 to Fig. 9 show the convergence plots of the five algorithms on the four real-world networks. In each 
figure, |x|, |F(x)|-|x| and |F(x)| denote the number of seed nodes, the number of nodes activated by the seed set and 
the total number of nodes that end up in the active status, respectively. It can be seen that the DMODE shows the 
most satisfying performance on each of the networks from all convergence figures. 
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                                                   (a) Football                                                                  (b) Elegans

   

                                                  (c) Wiki-Vote                                                        (d) p2p-Gnutella04

Fig. 5. Evolutionary processes of DMODE on the four networks

    

                                                  (a) Football                                                                  (b) Elegans

    

                                                 (c) Wiki-Vote                                                         (d) p2p-Gnutella04

Fig. 6. Evolutionary processes of PSO on the four networks
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                                                 (a) Football                                                                  (b) Elegans

    

                                                  (c) Wiki-Vote                                                         (d) p2p-Gnutella04

Fig. 7. Evolutionary processes of BHO on the four networks

     

                                                 (a) Football                                                                    (b) Elegans

      

                                              (c) Wiki-Vote                                                              (d) p2p-Gnutella04

Fig. 8. Evolutionary processes of BA on the four networks
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                                                 (a) Football                                                                    (b) Elegans

       

                                              (c) Wiki-Vote                                                               (d) p2p-Gnutella04

Fig. 9. Evolutionary processes of DC on the four networks

      

                                                (a) Football                                                                     (b) Elegans

         

                                               (c) Wiki-Vote                                                              (d) p2p-Gnutella04

Fig. 10. The influence spread of the algorithms in four datasets
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With regard to the Football network, DMODE achieves the maximum coverage of 35 nodes with only 15 
seed nodes, while the other four algorithms can hardly reach all the nodes of the network, as shown in Fig. 6(a), 
Fig. 7(a) and Fig. 9(a). There are a total of 306 users in Elegans, and 245 users are successfully influenced with 
only 52 seed nodes selected by the DMODE, as shown in Fig. 5(b). Similar results are shown in the Wiki-Vote 
as well as the p2p-Gnutella04, the superior performance of DMODE is mainly benefiting from the effective evo-
lutionary strategies of DMODE. Fig. 5(c) shows the final result that 2381 individuals in Wiki-Vote are activated 
by 4734 seed nodes. In the Wiki-Vote network, all five algorithms failed to achieve satisfactory result in terms 
of influence propagation, but DMODE algorithm ended up with the highest number of active nodes. In short, the 
DMODE had the largest spreading range compared to the other baseline algorithms. 

In Fig. 6, the spreading revenue of PSO on Elegans is more remarkable than the other four algorithms, but it 
fails to perform well on Wiki-Vote. Compared with DMODE, BHO and BA are mediocre in the four networks, as 
shown in Fig. 7 and Fig. 8. As can be seen in Fig. 9(d), DC behaves well on p2p-Gnutella04, but yields to PSO, 
BHO and BA in the other three networks. 

5.4   Comparison of Typical Algorithms on IM-CM Problem 

The spread performance of DMODE and other five state-of-the-art algorithms (PSO, BHO, BA, DC, NSGA-II) 
under the LT model is shown in Fig. 10. The curves show that the DMODE is predominant in detecting the tar-
geted seed nodes for IM-CM. The performance of the proposed algorithm is superior to the other baseline algo-
rithms on the four real-world datasets. Due to the degree-based sorting strategy allows chromosome individuals 
to move quickly towards the optimal position based on the largest fitness value, the influence spread of DMODE 
grows almost exponentially in the first 20 iterations of each network. Compared to the DMODE, the performance 
of the other three swarm intelligence algorithms is unstable, they tend to be trapped into premature merely the 
first few iterations, especially as shown in Fig. 10(c) and Fig. 10(d). 

DMODE offers greater advantages in terms of influence transmission coverage compared with NSGA-II. 
Since NSGA-II is inferior in dealing with multidimensional problems, it becomes incompetent in tackling prac-
tical problems in social networks after adopting the mapping mechanism of this paper. With respect to the DC, it 
is modified to select the top-k nodes with large degree value as seeds, this k is determined by the number of seeds 
selected by DMODE in the current iteration. As can be seen from Fig. 10, DC turns out to be unstable in tackling 
the multiple targets at the same time. In Fig. 10(d), since the p2p-Gnutella04 network is large, DC yields results 
that are competitive with DMODE, however, because the method is highly dependent on the topological prop-
erties of the network, leading to overlapping influence, which makes the performance of the algorithm poor. As 
shown in Fig. 10(b) and Fig. 10(c), DC tends to stagnate after the first few iterations, and even deteriorates. 

5.5   Comparison of DMODE with Different Mutation Strategies 

In this component, the performance of multiple mutation operators proposed in this paper working jointly is veri-
fied. The mutation operation is key part of the proposed algorithm, and the DMODE with two mutation strategies 
acting together significantly outperforms a single strategy in terms of influence propagation. 

DMODE-m is the method that uses solely DE/rand/1/bin. As can be found from Fig. 11, due to the small size 
of the Football network, the final influence propagation number of this approach is not different from DMODE. 
In Elegans and p2p-Gnutella04, the number of influence spread generated by DMODE is greater than that of 
the method utilizing one mutation strategy, the advantage of DMODE is particularly significant in Elegans and 
Wiki-Vote. As shown in Fig. 11(b), the total influence coverage of DMODE-m does not reach the 297 individuals 
obtained by DMODE. The algorithm with multiple mutation operators exploited in this paper is superior in the 
convergence ability of the DMODE and the quality of non-dominated solutions compared to a single mutation 
method. As can be seen from Fig. 11, although the difference between the two algorithms is not very large, the 
proposed method still has an advantage in identifying the essential nodes. 

5.6   Pareto Front 

Pareto front is an important measurement of the algorithms for multi-objective problems. Fig. 12 shows the 
Pareto fronts of the five meta-heuristics on the four social networks. For the IM-CM problem, each Pareto 
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non-dominated solution is selected according to the values of F(S) and Cost(S). When Pareto dominance relation-
ship exists between two solution vectors, one of them is chosen as Pareto solution. 

As shown in Fig. 12, the Pareto fronts of DMODE are almost the best among the five algorithms. Specifically, 
in Fig. 12(b) and Fig. 12(c), the Pareto fronts achieved by DMODE are more diverse and stable than the frontiers 
produced by other algorithms. Due to the small size of the Football network, the Pareto frontiers generated by 
the five algorithms are relatively concentrated and the gap is not large. As can be seen from Fig. 12(a), Pareto 
frontiers generated by DMODE algorithm are not dominant, but at a medium level. In terms of the Pareto front, 
there are some overlaps between the frontiers of DMODE and PSO, but the solutions distribution on the Pareto 
fronts of DMODE is more uniform, as shown in Fig. 12(b). It can be found from the four networks that the 
Pareto non-dominated solutions obtained by NSGA-II are more diversity than PSO, BHO and BA, indicating 
that the method is effective in addressing multi-objective problem. The Pareto front of DMODE on the network 
p2p-Gnutella04 is slightly fluctuant though it gives a more scattered frontier on the network. In brief, the Pareto 
solutions of DMODE have a uniform and smooth distribution on the frontiers comparing to the other four algo-
rithms. The stable fronts indicate that the DMODE is a more promising algorithm in resolving the IM-CM prob-
lem.

          

                                                     (a) Football                                                                  (b) Elegans

                

                                                    (c) Wiki-Vote                                                           (d) p2p-Gnutella04

Fig. 11. The influence spread of the algorithms with different mutation operators

              

                                                    (a) Football                                                                      (b) Elegans
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                                              (c) Wiki-Vote                                                             (d) p2p-Gnutella04

Fig. 12. The Pareto front of the five meta-heuristics on the four social networks

5.7   Statistical Analysis

Since all the algorithms are inherently stochastic, we performed a non-parametric statistical analysis to check 
whether there is a high level of statistical significance in the results of the algorithms on the IM-CM problem. 
Firstly, the algorithms were ranked using the Friedman test based on two performance metrics (i.e., the fitness 
value of the influence maximization objective and the fitness value of the cost minimization objective), as shown 
in Table 3. The mean rank of each algorithm is derived for each dataset by considering its performance on each 
setting over multiple runs. Then, the total mean value of each algorithm is calculated, which is the arithmetic 
mean of the average rank of each algorithm over all the four networks, as shown in the sixth column of Table 3. 
For simplicity, the overall influence propagation value is utilized as a criterion (in this case, that is the maximi-
zation value). The higher the overall mean value, the better the performance of the algorithm. According to the 
Friedman test results, the proposed algorithm DMODE ranks as the first, followed by NSGA-II, BA, BHO and 
PSO. In short, the proposed algorithm has a better performance compared to other advanced algorithms. 

Table 3. The rank of different algorithms obtained by Friedman test

Algorithm Football Elegans Wiki-Vote p2p-Gnutella04 Mean value Rank
DMODE 4.43 4.67 4.32 4.68 4.53 1
PSO 1.14 3.42 1.21 3.25 2.26 5
BHO 2.14 2.33 2.68 2.64 2.44 4
BA 3.57 1.21 4.63 1.36 2.69 3
NSGA-II 3.71 3.38 2.16 3.07 3.08 2

6   Conclusion

In this paper, a novel discrete multi-objective differential evolution optimization with multi-mutation opera-
tors, crossover and selection operators specifically for the topological network structure is proposed to tackle 
the multi-objective problem of influence spread maximization and cost minimization in social network analy-
sis. Firstly, discrete encoding mechanism and evolutionary rules are conceived to map the original differential 
evolution algorithm into the topological network space. Secondly, multi-mutation strategies lead the algorithm 
to find uniformly distributed Pareto non-dominated solutions. Thirdly, the framework of differential evolution 
algorithm for the IM-CM problem is modeled. Extensive experiment results illustrate the excellent performance 
of the introduced algorithm in maintaining relatively large number of influence spread with the minimum cost of 
seed nodes. Although the proposed DMODE can accurately find the uniformly distributed Pareto non-dominated 
solutions, the exploiting local search strategy based on degree ranking still needs a deal of time to obtain a better 
solution, especially in large-scale networks. Therefore, developing effective meta-heuristic algorithms but with 
low time-consuming to solve IM-CM problem is one of the major of our future works. 
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