
Journal of Computers Vol. 34 No. 5, October 2023, pp. 305-316
doi: 10.53106/199115992023103405023

305* Corresponding Author

An Improved Cuckoo Search Algorithm Based on Elite Opposition-based 
Learning for Indoor Visible Light Positioning

Yang Yang, Mao-Sheng Fu, Chao-Chuan Jia*, Wang Miao, Zong-Ling Wu 

College of Electronics and Information Engineering, West Anhui University, 
Lu’an, 237012, China

yangyy@wxc.edu.cn, 49593838@qq.com, ccjia@hfcas.ac.cn, 
{124414198, 1057287263}@qq.com 

Received 22 April 2022; Revised 5 May 2022; Accepted 11 May 2022

Abstract. In the cuckoo search algorithm, the structure is simple, and the parameters are not much, but it 
is easy to trap into the local optimum, and in the later period, the convergence speed is plodding. Aiming at 
the shortcomings of the standard cuckoo algorithm, a modified cuckoo algorithm (EACSDAM) is presented 
in this paper, which adopts elite reverse learning to enhance the population diversity, and increases the step 
factor and discovery probability to improve the global detection and local searchability. Eight standard test 
functions are used to simulate the EACSDAM algorithm. Compared with the standard cuckoo algorithm and 
the other two improved algorithms, the accuracy and convergence speed of EACSDAM are greatly improved. 
In the end, EACSDAM is used to optimize the indoor 3D visible light positioning. The simulation results 
indicate that EACSDAM has a more powerful ability for global optimization, and more accurate positioning, 
and the positioning error is significantly reduced.

Keywords: cuckoo search algorithm, elite reverse learning, step size factor, discovery probability, indoor 
three-dimensional visible light positioning

1   Introduction

As we all know, optimization algorithms are usually divided into two categories: conventional optimization 
algorithms and intelligent optimization algorithms. Intelligent optimization algorithms are more popular than 
conventional optimization algorithms. Intelligent optimization algorithms contain such advantages as agility, 
reliability, and internal evolution. Secondly, the use of intelligent optimization algorithm is extensive. Almost all 
research and engineering fields are involved in its knowledge, such as computers, biology, medicine, transporta-
tion, aviation, communication, and so on. Intelligent optimization algorithm mainly discusses the stability, con-
vergence speed, and complexity of the algorithm, and the parameter setting of the algorithm is an essential object 
of research. Researchers have made many improvements to the optimization algorithm, adjusting strategies and 
resetting parameters to make the algorithm more efficient. The improved algorithm dynamically modifies some 
parameters to achieve a certain relationship balance between exploration and development. For the intelligent 
optimization algorithms, the balance degree of exploration and development directly affects the convergence 
speed and optimization ability of the algorithm, and also determines the advantages and disadvantages of the 
algorithm. At the end of the 20th century, meta-heuristic algorithms have gradually become prominent, such as 
Genetic Algorithm [1] (GA), Ant Colony Optimization Algorithm [2] (ACO), Particle Swarm Optimization algo-
rithm [3] (PSO), Glowworm Swarm Optimization algorithm [4] (GSO), etc. The meta-heuristic intelligent opti-
mization algorithms imitate the reproduction and evolution process of various organisms in nature, such as fish, 
ant colonies, fireflies, etc., to find the optimal solution to the problem. In the research and development of me-
ta-heuristic algorithms, the swarm intelligence algorithm develops rapidly and is the most active one. The swarm 
intelligence algorithm, which combines life evolution closely with evolutionary strategy, has been well applied in 
search and discrete optimization problems.  

In 2009, researchers Xin-She Yang and Squash Deb simulated cuckoo nesting behavior and proposed Cuckoo 
Search Algorithm (CS) [5-6]. It adopts Levy flight and has excellent adaptability with few parameters, optimal 
random search path, and robust searching ability [7].  

In recent years, CS has been generally applied in various engineering optimization problems [8], and it has 



306

An Improved Cuckoo Search Algorithm Based on Elite Opposition-based Learning for Indoor Visible Light Positioning

great application value. CS algorithm has a simple structure and is easy to implement. Still, it also has the disad-
vantage that the convergence is slow in the later period, and it is trapped to local optimal [9]. The CS algorithm 
is based on Levy Flights and cross-variation within the population and its capacity has reached specific level of 
optimization. The random walk mechanism in Levy flight is controlled by the random step length, which switch-
es randomly between the relatively stable short step length and the occasional long step length. In this case, 
the cuckoo’s searching appears to jump between large locations. It is this kind of jump that brings better global 
exploration ability for the algorithm, but it can’t rule out that it also has certain blindness. At the same time, in 
order to ensure the continuity of the population, the CS algorithm carries out the reservation update to the search 
target, which leads to the weak search ability in the local area of the target search. The convergence rate of the 
algorithm in the late optimization is slow, and the convergence accuracy is not high.  

To increase the accuracy and convergence speed of the CS, many kinds of literature put forward some im-
proved methods to optimize the CS. The detection probability was resized as the number of iterations changed 
in the paper [10]. The step size factor was divided into three categories according to the range of fitness value, 
and it was adjusted respectively to balance the global and local search capabilities. It updated the step size and 
discovery probability in the literature [11], which effectively improved the accuracy and convergence speed. In 
the paper [12], the difference of multi-strategy was used to optimize the initial population. Queuing optimization 
mechanism and greedy algorithm were used to improve ion diversity and algorithm accuracy. In the literature 
[13], it optimized some individuals of Levy flight with the elite reverse learning strategy. The individuals which 
are generated by preference wandering were optimized by a simple cross. And it improved the search ability 
and convergence speed. In reference [14], the sorting layer, the allocation layer, and the selection layer in the 
workshop were coded and decoded respectively. These two initial population strategies, optimization time and 
randomness, were adopted to classify the population fitness values. It optimized the algorithm and improved the 
search efficiency. In literature [15], the step size factor is replaced by the optimal results of 12 kinds of chaotic 
mapping. When the non-optimal solution is discovered, a new strategy is adopted for the local update, which 
increases the individual difference within the group and effectively avoids the premature fall into the local op-
timal. In the global search process, literature [16] adopted the positive disturbance radius parameter with multi-
stage variation to control the search range, and combined the inertia weight with dynamic variation to improve 
the search speed and accuracy, thus improving the local optimization ability. Literature [17] uses the combining 
the triangulation flip strategy with the change of iteration number. Using the practical selection of penalty factors, 
the satisfaction degree of the optimal solution is improved, and the convergence speed of the algorithm is accel-
erated.    

A modified cuckoo algorithm EACSDAM is put forward for the deficiency of the CS.  The second section of 
this paper, abstracts the principles of the CS, and the third part introduces the EACSDAM algorithm implemen-
tation strategy. The fourth part shows the simulation results of the improved algorithm and other three kinds of 
algorithm, and comparative analysis of their solution precision and convergence. The fifth part optimizes the in-
door optical three-dimensional positioning method with the EACSDAM algorithm, and proves the advantages.

2   The Standard Cuckoo Search Algorithm (CS)

A cuckoo spawns in another birds’ nest [18]. If the nest owner finds these exotic birds’ eggs, they will abandon 
their young or look for a new nest [19].  

Yang and Deb set three perfect rules [5]: (1) A cuckoo produces only one offspring once and places it in other 
nests; (2) The best one survives to the next generation; (3) The count of nests is specific. The owner may find that 
the offspring are not his own, with the probability of Pa. After the discovery, the host may discard the offspring or 
abandon the nest and rebuild the nest.  

On the basis of the above three points, Yang and Deb proposed Cuckoo Search (CS), which mimics cuckoo’s 
reproductive behavior by finding suitable nests of other birds, placing eggs, and incubating them.  In finding 
suitable nests, the CS algorithm completes several iterations to update the nests. In each iteration, the CS algo-
rithm carries out two population updates, namely the update strategy of Lévy flights and preferred random walk, 
because each update will consider the advantages and disadvantages of the current position and the new position. 
If the new position is better, the current position will be updated; otherwise, the current position will remain un-
changed.  

Update the nesting position of each generation, as shown in Equation (1): 
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)(t
iχ  represents the nest position of t generation; α is the change in step size; ⊕ is point-to-point multiplica-

tion; levy(λ) is Lévy flights, as shown in Equation (2):  

~( ) (1 3).levy t λλ µ λ−= < ≤                                                              (2)
 
Lévy flights, named after The French mathematician Paul Levy, is also known as a random walk renewal strat-

egy.  The cuckoo search algorithm adopts this updating strategy. When the cuckoo is looking for nests, the flight 
direction is random, and there is a certain deviation between the current flight track and the previous flight track. 
Lévy flights makes the cuckoo’s step size change in searching for optimization, so the CS has the robust global 
search ability and it can avoid falling into local optimal.  

Formula (3) represents Lévy flights [20]:  
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The step size factor was updated by reference [6]:  
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α0 is 0.01, Xbest is the optimal value.  
Combine formula (1) ~ (5) to update the nest position:  

( )( )best
t

i10
)(1t -*** χχφ

υ

µφαχχ
β

+=+ t
ii

）（

.                                                 (6)

The probability that the host finds the alien offspring is Pa, and if other offspring are found, it will update the 
location of the nest with Lévy flights. It will generate the compression factor γ in the interval of (0,1).  When γ > 
Pa, the preference walk is adapted to create the solution of the t+1 generation, ( 1)t

iX as shown in (6):  

( 1) ( ) ( ) ( )( ).t t t t
i i j kX X X Xγ+ = + ∗ −                                                           (7)

( )t
jX  and ( )t

kX  represent two random solutions for generation t.  
This is an iterative process of the CS algorithm, which contains three essential updates: first, Lévy flights, the 

step size keeps changing during the optimization process; second, the preference for the random walk is to cross 
and mutate the two random solutions. Third, the current optimal solution is updated iteratively. The CS algorithm 
also adopts the strategy of reserving better value, so that the optimal solution in the population is always retained.
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3   Improved Cuckoo Search Algorithm (EACSDAM)  

Swarm intelligence optimization algorithms have the ability of “global exploration” and “local exploitation”. 
When the relationship between the two reaches a balance, the algorithm can find the optimal solution faster and 
more accurately. “Exploration” is searching random locations to update the location of the optimal solution. 
“Exploitation” refers to searching in the updated local solution space to find a locally optimal solution. So explo-
ration is also called “global exploration”, and development is also called “local exploitation”. In the global ex-
ploration stage, the local exploitation ability of the algorithm is not strong, and it is easy to fall into local optimi-
zation. In the local exploitation phase, the global exploration ability is weak and the optimization speed is slow.  

In the SWARM intelligence optimization CS algorithm, a random method is adopted to initialize the popula-
tion before iteration, with an extensive solution range and a long search time, affecting the search performance 
[21-22]. At the same time, the parameter sum in the CS is a fixed value, and has fallen into optimal local with the 
iteration. This paper adopts the strategy in ACSDAM [11], and is optimized by elite opposition-based learning 
(EOBL), so the improved algorithm is named EACSDAM. 

3.1   Optimize the Initial Population using Elite Opposition-Based Learning

It can accelerate the convergence rate of the algorithm and find the optimal global value faster if it has a 
high-quality initial population [22]. The paper [23] proposed Elite Opposition-Based Learning (EOBL) in 2005.
The opposition-based learning method adopts the principle of bidirectional evaluation. In the each iteration, not 
only the candidate solution of the current iteration is evaluated, but also the candidate solution in the opposite di-
rection is evaluated. Then, the best-evaluated solution is selected as the next-generation candidate solution after 
the current solution is compared with the opposition-based solution. The inverse solution is 50% more likely to 
approach the optimal global solution than the current solution. Opposition-based learning can improve the proba-
bility of finding the optimal global solution greatly.  

Assuming that an initial population to be optimized is Xi, the elite opposition-based learning strategy is ad-
opted to optimize the population, and the opposition-based solution of the individual population X̄ i is generated, 
which is expressed in the paper [24].  

( ) .i iX k L U X= + −                                                                    (8)

Where, Xi is the current individual, L is the maximum of feasible solutions. U is the minimum. k is a random 
number between (0,1). 
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f is the evaluation function of the fitness value of the candidate solution. The current values are compared to 
the opposition-based values, and then the optimal one was chosen as the initial population [25].  

The basic steps of the elite opposition-based learning strategy to initialize the population are as follows:  
(1) Randomly initialize population S, and select the first N/2 individuals with better fitness to form elite popu-

lation E.  
(2) Find the opposition-based population OE of elite population E.  
(3) A new population {SÈOE} is obtained by combining S and OE, and N individuals are selected to form the 

initial population.  
In this paper, the elite opposition-based learning is introduced in the initial population and the each popula-

tion iteration. Firstly, for the initial population, the elite opposition-based learning is introduced to sort the initial 
random population and its opposition-based population based on the adaptive value, and the top H individuals 
are selected as the next generation population to improve the diversity of the initial population. It lays a founda-
tion for better global optimization. Secondly, in the population iteration, the current population and its opposi-
tion-based population are sorted according to the adaptive value, and the first H individuals are selected as the 
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next-generation population to enhance the algorithm’s ability to jump out of local optimization and prevent the 
algorithm from being premature. Finally, elite opposition-based learning dynamic boundary search is used to 
gradually reduce the search space with the increase of iteration times, and the convergence speed and precision 
of the algorithm are enhanced. 

3.2   Dynamically Adjust Step Size Factor and Discovery Probability

At the beginning of the iteration of the cuckoo algorithm, to ensure the global search ability of the algorithm, the 
step factor a0 should be set to a higher value. In contrast the discovery probability pa should be set to a smaller 
value, so that the search range should be the whole solution space as far as possible. As the number of iterations 
increases, the local exploration capability must be strengthened. In this case, a smaller value should be set for a0, 
while a higher value should be set for pa. In this case, the search range will be smaller, the search speed will be 
faster, and the accuracy must be improved. Therefore, in the whole iteration process, the step size and discovery 
probability change dynamically with the change of iteration times, a0 from high to small, and pa from small to 
high.  

The strategy (ACSDAM) proposed in the paper [11] is adopted to increase the step size of dynamic adjust-
ment a0, as shown in Formula (10):  

0 2
1a = 1-
t - tmax1.5+exp
tmax

 
 
 

.                                                         (10)

And the introduction of dynamic adjustment factors into the probability of discovery Pw [11],  

0Pa = P * Pw .                                                                        (11)

Pw as shown in Equation (12):  

2

1Pw=
t1+exp ln1.5 - ln19*

tmax
  
     

.                                                   (12)

t is the current number of iterations and tmax is the total number of iterations. In the iterative process, with 
the change of t, gradually changes from large to small, and pw grows from small to high progressively. Pa and pw 
synchronous change just keep an excellent global exploration in the early stage to ensure the diversity of the pop-
ulation. In the late stage, local development becomes more prominent and accelerates the convergence rate.  

3.3   Improved Cuckoo Algorithm (EACSDAM) Process  

The EACSDAM algorithm flow is as follows:  
(1) Set the number of nests and the maximum number of iterations;  
(2) Using elite reverse learning method to optimize the flock;  
(3) Calculate the objective function and get the fitness value of each individual;  
(4) Within the maximum number of iterations, Formula (13) and Formula (2) are used to calculate Formula (1) 

to find the next position of the nest;  
(5) Using the results of Formula (14) and Formula (15), discuss the relationship between the size of and, cal-

culate Formula (7), find the next position of the nest;  
(6) Judge whether the maximum number of iterations is reached in step (4). If yes, the optimal position is out-

put; otherwise, return to Step (3) to continue searching for optimization.  
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4   Comparative Experimental Analysis of Several Cuckoo Algorithms  

4.1   Algorithm Accuracy Analysis  

To prove the performance of EACSDAM, eight standard test functions (as shown in Table 1) are selected to con-
duct simulation experiments, and the EACSDAM is compared with the standard Cuckoo search algorithm (CS), 
paper [10] (IACS), and paper [11] (ACSDAM) to analyze the convergence rate and resolution accuracy. The 
population number is n = 30, and the maximum of iterations is tmax = 600.This experiment is repeated 50 times 
in the same environment. It is shown in Table 2 that the worst, mean, and variance values of EACSDAM are 
slightly higher than the ACSDAM in function f7, but the optimal value of EACSDAM is the minimum. Among 
the other seven functions, the best, worst, mean, and variance of the EACSDAM are all lower than those of the 
three different algorithms, indicating the EACSDAM has optimized the convergence accuracy and has the best 
fitness value.

Table 1. Eight standard test functions
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4.2   Convergence Analysis of the Algorithm  

Each algorithm solves the convergence curves of eight standard test functions, as shown in Fig. 1. During the 
initial iteration period, the convergence rate of EACSDAM in f3 and f5 is higher than that of the other three 
algorithms. At the late iteration period, the four different algorithms tend to fall into local optimal premature 
convergence. The EACSDAM still maintains a fast convergence speed and searches for the optimal global value 
earlier than the four algorithms. The convergence rate of the four algorithms is similar in the early stage in f1, f2, 
f4, f6, and f7. In the later stage, the convergence speed of EACSDAM is still fast and the fitness value is best. In 
f8, the early convergence speed of the four algorithms is similar. EACSDAM algorithm searches for the optimal 
global value at about the 20th iteration, while ACSDAM, IACS and CS algorithms search for the optimal global 
value after the 30th, 80th, and 95th iteration, respectively. By comparing the convergence curves, it is found that 
EACSDAM has better stability and convergence speed than other improved cuckoo algorithms.  
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Table 2. Simulation results of eight functions

f Algorithm Best Worst Mean Std

f1

CS 3.9541 12.0123 5.2014 4.2574
IACS 0.0959 10.015 2.5641 1.2035
ACSDAM 0.0857 5.0115 1.9256 1.0456
EACSDAM 0.0321 3.2508 0.0214 0.5124

f2

CS 2.1984 9.6757 4.4647 2.8410
IACS 0.3985 9.2680 1.6336 1.4243
ACSDAM 0.0317 0.3174 0.1715 0.0870
EACSDAM 0.0291 0.1324 0.0726 0.0733

f3

CS 0.8702 5.2354 1.8036 1.2719
IACS 0.0292 0.0713 0.0455 0.0156
ACSDAM 0.0090 0.0094 0.0066 0.0040
EACSDAM 0.0040 0.0025 0.0045 0.0018

f4

CS 1.0949 11.7039 3.1030 3.1100
IACS 0.0207 13.3492 1.3793 4.2058
ACSDAM 0.0019 4.8323 0.4872 1.5267
EACSDAM 0.0014 3.4018 0.3438 1.0745

f5

CS 1.0949 190.8579 21.0184 59.6800
IACS 0.0207 118.0130 11.8457 37.3034
ACSDAM 0.0019 56.2042 5.6244 17.7719
EACSDAM 0.0014 40.4122 4.0448 12.7782

f6

CS 0.8428 3.4484 2.0169 0.8422
IACS 0.0171 0.0795 0.0461 0.0221
ACSDAM 0.0069 0.0086 0.0042 0.0021
EACSDAM 0.0020 0.0074 0.0043 0.0019

f7

CS 1.0258 3.4484 2.0352 0.8154
IACS 0.0207 0.1112 0.0555 0.0277
ACSDAM 0.0019 0.0089 0.0048 0.0024
EACSDAM 0.0014 0.0656 0.0101 0.0196

f8

CS 0.9980 7.2292 4.7171 2.3517
IACS 0.9980 7.0259 4.3592 2.4832
ACSDAM 0.9980 5.8491 3.3507 2.2457
EACSDAM 0.1280 0.9980 0.3240 0.3789
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Fig. 1. Convergence curves of eight functions

5   Optimize the 3D Indoor Visible Light Positioning Method using the EACSDAM 
Algorithm  

In recent years, visible light communication (VLC) technology has developed rapidly. More researchers are 
using VLC to solve indoor positioning problems [26]. The visual light positioning (VLP) system dramatically 
increases the utilization rate of luminescence, and Light-emitting diodes (LEDs) are free from electromagnetic 
interference and consume low energy [10]. Positioning systems based on VLC can be divided into two categories 
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according to different receivers: the image sensor [27-28] and the photodiode (PD). Positioning systems based on 
VLC can be divided into two categories on the basis of different receiving devices, and the essential   category 
is a photodiode (PD) [29]. In the indoor VLP, the LED lamp constitutes the signal source for data transmission, 
while PD includes the receiver and is responsible for receiving data [10]. Each LED sends an ID message modu-
lated by code division multiple access (CDMA), which is received by the receiver PD, sampled, and algorithmic 
to estimate the precise location of the PD.  

5.1   Positioning Performance Analysis with Non-rotating PD  

In this paper, it conducts simulation experiments on the VLP system used simulation software of Matlab. A room 
of 5×5×6(m) is established. Four LED lights are set as signal sources, located in the ceiling, and the position 
coordinates are [5,0,6], [0,0,6], [0,5,6], [5,5,6]. The test is carried out at the height of 1.0m with a resolution 
of 0.25m, and it generates 121 test points with no rotation for the multi-point positioning experiment. Related 
parameter Settings of the simulation experiment are in Table 3. Due to the randomness of the optimization algo-
rithm, the positioning algorithm is run 50 times. Positioning results are in Fig. 2. An asterisk is a LED position. 
Crosses are the actual positions. Triangles are the estimated positions. Positioning results are accurate, and the 
estimated position approaches the real position.  

Table 3. Related parameter settings

Parameter Value
Emitting the power of LED, Pt 2.2W
Photo-electric conversion efficiency of PD, Rp 0.5 A/W
Equivalent noise bandwidth, B 100 Mb/s
Background photocurrent, Ibg 5100 μA
Noise bandwidth factor, I2 0.562
Noise bandwidth factor, I3 0.0868
Absolute temperature, Tk 295K
Open-loop voltage gain, G 10
Transconductance of FET, gm 30mS
Channel noise coefficient of FET, Γ 1.5
Unit-area capacitance of PD, η 112pF/cm2
Population size, Np 100
Max iteration number, Gmax 60

CDF curve is in Fig. 3. Positioning error histogram is in Fig. 4. Fig. 3 assumes an acceptable location service 
coverage rate of 96.1219%. The 3D positioning accuracy of the EACSDAM is 1.3143 cm, and horizontal and 
vertical positioning accuracy is 1.0706 cm and 1.1325 cm, respectively. In Fig. 4, the average error is 0.2653cm, 
the standard deviation is 0.1780cm, the maximum error is 2.15cm, and the minimum error is 0.0254cm.  

It can be seen from the experiment that optimizing the 3D indoor VLP system using the EACSDAM has a 
good effect. The results were accurate down to within three millimeters.

5.2   Comparison of Positioning Performance of Four Algorithms  

To verify the implementation of the EACSDAM in an indoor positioning system, it selected the meta-heuristic 
algorithm (Jaya), standard Cuckoo algorithm (CS), and paper [10] (IACS) for comparative analysis with the im-
proved EACSDAM algorithm.

It shows the actual position of PD and the estimated position distribution calculated with four algorithms in 
Fig. 5. The position calculated with EACSDAM is the closest to the exact position of PD and has the best cover-
age.  

The estimated position error curve of four algorithms is in Fig. 6. It is easy to see that, among 121 test points, 
the estimated position error of the EACSDAM is the smallest, followed by the IACS, Jaya, and CS.  

Fig. 7 is a histogram of the average error of four algorithms’ estimated positions. By comparing, the average 
error calculated by the CS is close to 0.07cm, the average error calculated by the Jaya is close to 0.05cm, and the 
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average error calculated by the IACS is close to 0.0007cm. The average error of the estimated position calculated 
by the EACSDAM is close to 0.0001cm. The EACSDAM algorithm has the most stable localization.  

The results show that among the four algorithms the EACSDAM has the best optimization effect on an indoor 
3D VLP system.  
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6   Conclusion  

Because of the disadvantages of the standard CS algorithm, which is prone to fall into local optimization and has 
low search speed, this paper proposes an improved cuckoo search algorithm (EACSDAM) based on elite reverse 
learning. The EACSDAM adopts the elite opposition-based learning method to optimize the initial population 
and combines the improved strategy of step size factor and discovery probability in literature [7]. Then, eight 
standard test functions are selected as the objective function to conduct simulation experiments on the standard 
Cuckoo search algorithm (CS), literature [6] (IACS), literature [7] (ACSDAM), and the EACSDAM algorithm 
proposed in this paper. It compares the optimal value, worst value, average value, and variance of the four algo-
rithms, and analyzes their convergence curves. The results show that the improved EACSDAM algorithm can 
effectively improve the accuracy and convergence speed of the optimization, and balance the global and local 
search ability.  

Finally, the EACSDAM algorithm is applied to the indoor THREE-DIMENSIONAL visible light positioning 
system. Through the simulation experiment, the estimated position is very close to the actual position, and it indi-
cates that the three-dimensional positioning accuracy is perfect. The CDF curve and the histogram of positioning 
error are further analyzed, which shows that the 3d positioning accuracy can reach the centimeter level. It selects 
Meta-heuristic algorithm (Jaya), standard Cuckoo algorithm (CS), and literature [6] (IACS) to carry out exper-
iments with the EACSDAM algorithm. The distribution diagram, estimated position error curve and, histogram 
of average estimated position error calculated by actual position and its algorithm were compared and analyzed. 
The results show that, the position of the EACSDAM algorithm is closest to the actual position. The coverage is 
the best. The estimated position error is the smallest. The positioning is the most stable. In conclusion, the im-
proved EACSDAM algorithm reduces the average positioning error and optimizes the positioning effect in the 
indoor 3D visible light positioning system, which has a good application value.  
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