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Abstract. As a novel metaheuristic algorithm, the Harris Hawks Optimization (HHO) algorithm has excellent 
search capability. Similar to other metaheuristic algorithms, the HHO algorithm has low convergence accu-
racy and easily traps in local optimal when dealing with complex optimization problems. A modified Harris 
Hawks optimization (MHHO) algorithm with multiple strategies is presented to overcome this defect. First, 
chaotic mapping is used for population initialization to select an appropriate initiation position. Then, a novel 
nonlinear escape energy update strategy is presented to control the transformation of the algorithm phase. 
Finally, a nonlinear control strategy is implemented to further improve the algorithm’s efficiency. The exper-
imental results on benchmark functions indicate that the performance of the MHHO algorithm outperforms 
other algorithms. In addition, to validate the performance of the MHHO algorithm in solving engineering 
problems, the proposed algorithm is applied to an indoor visible light positioning system, and the results show 
that the high precision positioning of the MHHO algorithm is obtained.

Keywords: swarm intelligence algorithm, modified Harris Hawks Optimization, chaotic mapping, nonlinear 
control strategy, visible light positioning

1   Introduction

Nowadays, optimization problems have been widespread in many fields, such as computing science, data analyt-
ics, automatic control, and engineering design [1-6]. Due to the nonlinear and constrained characteristics of these 
problems, it is extremely difficult to resolve some classes of problems with traditional mathematical optimization 
algorithms. Accordingly, metaheuristic algorithms have addressed many problems as efficient solutions due to 
their simple principle and easy implementation. In addition, the algorithms have the advantages of avoiding local 
optimal and do not require gradient information. 

In general, there are two types of metaheuristic algorithms: swarm intelligence algorithms and evolutionary 
algorithms. Evolutionary algorithms are supported by evolutionary ideas and modeled on biological evolutionary 
mechanisms in nature. This type of metaheuristic algorithm is mainly Genetic Algorithms (GA) [7], Differential 
Evolution (DE) [8], and Biogeography-based Optimization (BBO) algorithm [9]. Swarm intelligence algorithms 
are designed to emulate group behavior in nature. The decentralized, collective, and self-organized cooperative 
behavior between individuals in swarms is coordinated in these algorithms to overcome the problem of an op-
timization process. In nature, swarm intelligence algorithms produce multiple solutions randomly and improve 
them throughout the search of the algorithm. This type of metaheuristic algorithm is mainly Particle Swarm 
Optimization (PSO) [10], Ant Colony Optimization (ACO) [11], Cuckoo Search (CS) Algorithm [12], Gray Wolf 
Optimizer (GWO) [13], Bat Algorithm (BA) [14], Whale Optimization Algorithm (WOA) [15], Marine Predators 
Algorithm (MPA) [16], and Sparrow Search Algorithm (SSA) [17].

Harris hawks optimization (HHO) is a novel metaheuristic algorithm presented in 2019, which is inspired 
by the cooperative behavior of Harris Hawks in hunting escaping prey [18]. The HHO algorithm consists of an 
exploration phase and an exploitation phase, and the global optimal solution can be searched quickly by trans-
forming the algorithm phase. Meanwhile, the HHO algorithm has been applied to many fields due to its excellent 
search and execution capabilities. For example, Çetinbaş et al. [19] employed the HHO algorithm to optimize 
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and design the autonomous AC grid for commercial loads. Akdag et al. [20] presented a modifying HHO algo-
rithm with a random distribution function definition, and the performed scheme was used to optimize the power 
flow optimum. Du et al. [21] presented a hybrid HHO model for the air pollutant prediction, and the superiority 
of the model prediction performance was verified. Chen et al. [22] developed an enhanced HHO algorithm com-
bined with chaotic searching and opposition-based learning to address the problem of photovoltaic models. The 
proposed algorithm can estimate the critical parameters of photovoltaic models with high accuracy.

According to the aforementioned literature, the excellent search performance of the HHO algorithm has been 
proven. However, the HHO algorithm requires some improvements when solving complex optimization prob-
lems. This is because the HHO algorithm, like most optimization algorithms, has low convergence accuracy and 
easily traps in a local optimum.

To conquer the inherent weaknesses of the HHO algorithm, many improved HHO algorithms are proposed to 
resolve optimization problems. Bao et al. [23] developed a hybrid HHO algorithm with DE algorithm for mul-
tilevel thresholding image segmentation. Attiya et al. [24] proposed a modified HHO (MHHO) algorithm based 
on simulated annealing for scheduling jobs. Li et al. [25] developed an enhanced Harris Hawk algorithm with 
two novel strategies to optimize the practical design problems. All these modified algorithms can effectively im-
prove the search performance of the HHO algorithm, however, the complexity of the algorithm is significantly 
increased.

This paper presents a new MHHO algorithm with less algorithmic complexity increasing. At the initialization 
of the algorithm, chaotic mapping is employed for the population initialization, which promotes the HHO algo-
rithm to choose an appropriate initiation position. In addition, a nonlinear update of escape energy is presented 
to control the phase transition of the algorithm, which makes the algorithm avoid falling into a local optimum. 
Moreover, a nonlinear control strategy is applied to the optimization process, which further enhances the algo-
rithm’s efficiency.

Therefore, this paper aims to enhance the search efficiency of the HHO algorithm and use it for solving the 
practical problem of indoor visible light positioning (VLP) [26, 27]. The main contributions of this paper are for-
mulated as follows:

•	 Chaotic mapping is utilized for the population initialization in the HHO algorithm, which updates the ran-
dom initialized positions and selects an appropriate initiation position for the algorithm. 

•	 To improve the search performance of the HHO algorithm, a nonlinear update of escape energy and a 
nonlinear control strategy is proposed for the MHHO algorithm.

•	 The optimization problem of indoor VLP is introduced, the MHHO algorithm is used to address the prob-
lem, and the positioning accuracy of the indoor VLP system has been effectively improved. 

The remainder of the paper is structured as follows. Sect. 2 briefly depicts the principle of the HHO algorithm. 
The MHHO algorithm is described in Sect. 3. The experimental results are analyzed and discussed in Sect. 4. 
Finally, Sect. 5 concludes this paper.

2   HHO Algorithm

As a novel metaheuristic algorithm, the HHO algorithm mimics the natural process of Harris Hawks in cooper-
atively hunting prey. The HHO algorithm has been used for several applications because of its excellent search 
capability and few control parameters [18, 28]. HHO algorithm employs two stages to update the positions of 
hawks: the exploration stage and the exploitation stage. The specific stages of the HHO algorithm are depicted as 
follows.

2.1   Exploration Phase

During this phase, Harris hawks are randomly scattered to prey-hunting locations employing two exploration 
approaches. One approach is that Harris hawks perch in an area close to the prey’s location, the other approach 
is that the Harris hawks wait randomly in tall trees. The two methods are implemented equally and can be repre-
sented as:
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where X(t + 1) and X(t) denote the hawk’s position vector for the next iteration and the current iteration, respec-
tively. Xrand(t) denotes a randomly selected position vector, Xrabbit(t) represents the best position vector in each 
iteration, Xm(t) indicates the hawk’s average location, LB and UB represent the upper and lower bounds of the 
solution space, respectively. q, r1, r2, r3, and r4 are the random variables in (0,1), and N is the total number of 
hawks.

2.2   Transition Phase

The phase transition of the HHO algorithm relies mainly on the prey’s escape energy. The Harris Hawk moves to 
the exploration phase when the exploration phase is completed. The energy of the prey escaping E is calculated 
as: 

02 (1 / )E E t T= − ,                                                         (3)

where E0 represents the initial escape energy randomly generated in [-1,1], t and T are the current iteration num-
ber and the maximum iteration number, respectively.

2.3   Exploitation Phase

During this phase, the Harris hawks will attack the rabbit after completing the encirclement of the prey, and the 
actual scenarios are extremely complicated. As a result, four strategies are used to simulate the actual situation of 
Harris Hawk hunting according to the probability of prey escaping r and the E.

Soft Besiege (r ≥ 0.5 and E ≥ 0.5).  In this strategy, the rabbit still has enough energy. Therefore, the hawks sur-
round the rabbit so that it loses more energy, and then makes a sudden pounce. The process can be expressed as:

( 1) ( ) ( ) ( )rabbitX t X t E JX t X t+ = ∆ − − ,                                                   (4)

( ) ( ) ( )rabbitX t X t X t∆ = − ,                                                               (5)

52(1 )J r= − ,                                                                        (6)

where ∆X(t) represents the difference location vector, J denotes the rabbit’s jumping strength, and r5 is a random 
variable.

Hard Besiege (r ≥ 0.5 and E < 0.5).  In this strategy, the rabbit consumes so much energy that it does not have 
sufficient energy to escape. The hawks make the final surprise pounce without surrounding the rabbit. The pro-
cess is given by:

( 1) ( ) ( )rabbitX t X t E X t+ = − ∆ .                                                         (7)

Soft Besiege with Progressive Rapid Dives (r < 0.5 and E ≥ 0.5).  For this strategy, the rabbit remains sufficient 
energy to escape from the capture. Harris Hawk requires to carry out a soft siege as usual, then preys suddenly on 
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the rabbit. The process can be formulated as:

( ) ( ) ( )rabbit rabbitY X t E JX t X t= − − .                                                      (8)

If the situation is inappropriate, hawks will suddenly dive for the prey. The Levy flight mechanism is applied 
to this case. This situation can be given by:

( )Z Y S LF D= + × ,                                                                   (9)

where S is a randomly generated vector, D denotes the dimension, and LF indicates the Levy flight that can be 
calculated as:

1/( ) 0.01 ( 1.5)LF x β
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ν
×

= × = ,                                                       (10)
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where μ and v are random numbers, and Γ denotes the gamma function.
Therefore, the Harris hawk position updating of the soft besiege phase can be formulated as:

, ( ) ( )
( 1)

, ( ) ( )
Y if Fitness Y Fitness Z

X t
Z if Fitness Y Fitness Z

<
+ =  >

,                                               (12)

where Fitness represents the fitness function.

Hard Besiege with Progressive Rapid Dives (r < 0.5 and E < 0.5).  For this strategy, the prey’s energy was al-
most exhausted and could not support the escape. The Harris Hawks form a solid siege before the surprise attack 
and attempt to shorten the distance from the rabbit. The above process can be formulated as:

, ( ) ( )
( 1)

, ( ) ( )
Y if Fitness Y Fitness Z

X t
Z if Fitness Y Fitness Z

<
+ =  >

,                                               (13)

where Y and Z are calculated as:

( ) ( ) ( )rabbit rabbit mY X t E JX t X t= − − ,                                                   (14)

( )Z Y S LF D= + × .                                                                (15)

3   Modified Harris Hawks Optimization Algorithm

In recent research, it has been demonstrated that the HHO algorithm has excellent search capability. Similar to 
other metaheuristic algorithms, the HHO algorithm is easily trapped in a local optimum when dealing with com-
plex optimization problems [29, 30]. However, to overcome the shortcoming of the algorithm, a novel MHHO 
with a multi-strategy is proposed in this section.
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3.1   Chaotic Mapping

Chaotic mapping is a complex dynamic behavior of the nonlinear system and has been applied to intelligent op-
timization algorithms [31-33]. Chaotic mapping is applied to population initialization to select appropriate initia-
tion positions, which improves the searching efficiency of the optimization algorithm.

The common chaotic mapping mainly includes Logistic mapping, Tent mapping, and Iterative mapping. The 
Iterative mapping is used for the population initialization of the MHHO algorithm, which can be expressed as:

' sin( / )=t tx a xπ ,                                                                (16)

where xt is the position vectors before the update, x'
t is the updated position vectors, and a is the control parame-

ter in (0,1).

3.2   Nonlinear Escape Energy Update Strategy

The energy of prey E is an important essential concept in HHO and is employed to control the transition of the 
phases [28]. Due to the linear decrease of E1, the algorithm easily falls into a local optimum in the first half of 
the iteration. To promote the capability of the HHO algorithm, the prey escaping energy E with a nonlinear up-
dating strategy is presented, denoted as:

/
02= t TE E e− .                                                                       (17)

The representation of prey escape energy in HHO and MHHO is shown in Fig. 1.

                                               (a) HHO                                                                                 (b) MHHO

Fig. 1. Representation of prey escape energy in HHO and MHHO

3.3   Nonlinear Control Strategy

In the HHO algorithm, the efficiency of the different stages is affected by the variety of potential solutions. The 
use of nonlinear escape energy enhances the search efficiency, however, a nonlinear control parameter is also ap-
plied to further enhance the efficiency of the HHO algorithm. The control parameter ω is given by [34]:

2(8 / )2 −= t Teω .                                                                     (18)
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Then, in the soft besieging progressive dives, Eq. (8) and Eq. (9) are modified as follows:

( ) ( ) ( )rabbit rabbitY X t E JX t X tω= ⋅ − − ,                                                 (19)

( )Z Y S LF Dω= ⋅ + × .                                                              (20)

Moreover, Eq. (14) and Eq. (15) are modified as follows:

( ) ( ) ( )rabbit rabbit mY X t E JX t X tω= ⋅ − − ,                                                (21)

( )Z Y S LF Dω= ⋅ + × .                                                             (22)

The HHO algorithm combined with chaotic mapping, nonlinear controlling, and nonlinear escape energy strat-
egies is proposed to improve the searching performance. Fig. 2 shows the flowchart of the MHHO algorithm.
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Fig. 2. Flowchart of the MHHO algorithm

4   Performance Evaluation and Analysis

4.1   Test Functions and Experiment Settings

To demonstrate the efficiency of the MHHO algorithm, the benchmark functions (F1~F13) [35, 36] are used to 
perform optimization experiments. In addition, five meta-heuristic algorithms (GWO [13], WOA [15], MPA [16], 
SSA [17], HHO [15]) also perform the same experiments. Owing to the certain randomness of the algorithmic 
search, each experiment was repeated ten times separately for testing. Table 1 lists the information on the bench-
mark functions.
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Table 1. Benchmark test functions
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4.2   Analysis of Experimental Results

In this simulation experiment, the maximum number of iterations is 500, and the population size is 20. The con-
vergence curves of F1~F13 functions with different algorithms are shown in Fig. 3, and the optimal values ob-
tained for F1~F13 are shown in Table 2.

Table 2. Results of benchmark functions

Function GWO WOA MPA SSA HHO MHHO

F1
AVG 1.8867E-23 2.0565E-63 3.0778E-23 9.3417E-04 6.9432E-92 3.6734E-157
STD 2.2181E-23 5.6460E-63 4.3377E-23 1.0303E-03 2.1841E-91 0.0000E+00

F2
AVG 3.9047E-14 1.2501E-48 5.4616E-13 5.0001E+01 3.7143E-51 4.5907E-81
STD 2.3816E-14 2.3811E-48 5.5906E-13 1.9437E+01 6.3715E-51 8.5383E-81

F3
AVG 1.3963E-03 5.8345E+04 2.8709E-04 2.7285E+04 5.6910E-64 9.2837E-141
STD 2.6246E-03 1.5002E+04 4.1802E-04 5.9999E+03 1.6970E-63 2.9358E-140

F4
AVG 9.4296E-06 5.1402E+01 3.3386E-09 6.8802E+01 6.5657E-48 2.2544E-76
STD 1.0878E-05 2.9082E+01 1.5885E-09 1.4550E+01 2.0650E-47 5.8689E-76
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F5
AVG 2.7206E+01 2.8165E+01 2.5858E+01 2.7773E+04 2.9131E-02 7.7705E-03
STD 6.1194E-01 5.0853E-01 4.4838E-01 4.2985E+04 3.1792E-02 1.7685E-02

F6
AVG 1.0852E+00 1.1022E+00 2.7504E-02 1.1162E-03 5.5310E-04 3.0587E-06
STD 2.9540E-01 4.6745E-01 5.8022E-02 1.3073E-03 3.2034E-04 3.4268E-06

F7
AVG 2.6023E-03 5.8587E-03 1.3789E-03 4.7709E+00 2.8475E-04 3.5304E-05
STD 9.4450E-04 4.5450E-03 4.9037E-04 1.1628E+01 2.3588E-04 2.6120E-05

F8
AVG -5.2314E+03 -9.0149E+03 -8.5559E+03 -8.8653E+03 -1.0031E+04 -1.2568E+04
STD 1.1744E+03 1.8682E+03 2.8378E+02 4.1444E+02 7.9407E+03 1.6572E+00

F9
AVG 2.7244E+00 5.6843E-15 0.0000E+00 1.6120E+02 0.0000E+00 0.0000E+00
STD 2.1292E+00 1.7975E-14 0.0000E+00 3.5997E+01 0.0000E+00 0.0000E+00

F10
AVG 8.6065E-13 4.4409E-15 1.3658E-12 1.2475E+01 8.8818E-16 8.8818E-16
STD 3.5572E-13 2.9008E-15 1.2241E-12 7.5799E+00 0.0000E+00 0.0000E+00

F11
AVG 2.2204E-16 1.5522E-02 0.0000E+00 2.4898E-02 0.0000E+00 0.0000E+00
STD 7.0215E-16 4.9085E-02 0.0000E+00 2.8532E-02 0.0000E+00 0.0000E+00

F12
AVG 8.6936E-02 5.2355E-02 2.1988E-03 3.8553E+00 2.0455E-05 1.4042E-06
STD 5.3540E-02 2.8503E-02 2.2822E-03 2.5484E+00 2.7183E-05 2.4632E-06

F13
AVG 1.0627E+00 9.4915E-01 1.0709E-01 5.0531E+00 2.9987E-04 2.9481E-06
STD 2.2168E-01 2.7599E-01 1.1676E-01 5.6815E+00 3.9704E-04 3.4576E-06
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Fig. 3. The convergence curves of the MHHO and other algorithms

In Fig. 3, the convergence rate of the MHHO algorithm is significantly faster than other algorithms for func-
tions F1~F7, F12, and F13. As shown in Table 2, the MHHO algorithm can achieve the optimal values of F1~F7, 
F12, and F13, which cannot be achieved by other algorithms. For function F8, although the optimal value ob-
tained by the MHHO algorithm is equal to that that obtained by the HHO algorithm, the convergence rate of the 
MHHO algorithm is faster than the HHO algorithm. For functions F9 and F11, the convergence accuracy and 
convergence speed of the MHHO algorithm are better than those of the HHO algorithm. For function F10, the 
optimal value obtained by the MHHO algorithm is equal to the HHO algorithm, however, the convergence rate 
of the MHHO algorithm is slightly worse than the HHO algorithm. 

4.3   Solving the Indoor 3D Visible Light Positioning Problem

A problem of indoor VLP is formulated and implemented to verify the optimization performance of the MHHO 
algorithm. The VLP system for a typical indoor environment is depicted in Fig. 4, where light-emitting diodes 
(LEDs) as signal generators, and a photodiode (PD) as the positioning terminal. Each LED light transmits the 
information which is modulated by the code division multiple access spreading code [37], and the PD receives 
and decodes the information. Because the information is related to the three-dimensional (3D) coordinates of the 
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LED, which can be represented as (Xi , Yi , Zi), i = 1, 2, 3, 4 for the four LEDs, the PD can use the coordinates of 
the LEDs to calculate the self-location [38, 39]. Consequently, the estimation of PD position in indoor VLP sys-
tems can be viewed as an optimization problem.

1LED

2LED 3LED

x

y

z

o

4LED

PD

d

φ
LED

PD
ψ

Fig. 4. The model of visible light positioning

Therefore, intelligent optimization algorithms are used for indoor positioning to search for the optimal posi-
tion of the PD.

According to the model of the indoor VLP system, the direct current gain of the channel can be calculated as 
[27]:

2

( 1) cos ( ) ( ) ( )cos( ),    0
(0) 2

                              0,                                  

m
s c

LOS

c

m A T g
H d

φ ψ ψ ψ ψ ψ
π

ψ ψ

+ ≤ ≤= 
 >

,                               (23)

where A represents the effective area of the PD, ϕ denotes the irradiation angle, ψ represents the angle of inci-
dence, ψc denotes the field of view (FOV) of the PD, Ts(ψ) and g(ψ) represent the gain of the optical filter and the 
optical concentrator, respectively. d indicates the distance from the LED to the PD, and m denotes the Lambert 
parameter expressed as:

1/ 2log 2 / log(cos( ))m φ= − ,                                                         (24)

where ϕ1/2 denotes the angle at half power of the LED. 
Assuming that the transmitted power of the LED is Pt , and the received power of the PD is calculated as:

(0)r t LOSP P H= × .                                                                   (25)

The fitness function is represented by the receiver signal strength (RSS), calculated as [40]:

4
2

1

ˆ( )i i
r r

i
Fitness P P

=

= −∑ ,                                                               (26)

where Pi
r and P^ i

r represent the RSS of the test point and the estimated point from the i-th LED, respectively.
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In this section, the MHHO algorithm is used for the indoor VLP system to improve the positioning accuracy. 
The location of the PD can be obtained through the optimal search of the proposed algorithm, and the detailed 
procedures are summarized as follows:

Step1: The parameters setting.
The main setting parameters are shown in Table 3.

Table 3. Main setting parameters

Parameter Value
The transmitter power of the LED, Pt 2.2 W

Coordinates of the four LEDs
[5,0,6], [0,0,6],
[0,5,6], [5,5,6],

The effective area of the PD, A 1 cm2

The half-power angle of LED, ϕ1/2 60°
FOV of the PD, ψc 90°
Refractive index, n 1.5
Population size, Np 50

Variable dimension, D 3
Max iteration number, T 100

Step2: Initialization of the algorithm.
In the VLP system, a random position is generated in the solution space as the initial position of the optimized 

individual, and these initial positions are also the candidate positions of the PD. The fitness of each random in-
dividual position is calculated according to Eq. (26), and the best position of the individual is selected with the 
minimum fitness function.

Step3: Updating individual positions.
In this step, the individual positions are updated through two phases of the MMHO algorithm.
Step4: Termination judgment for algorithm optimization search.
When the number of iterations reaches the maximum, the algorithm search iteration is terminated. Otherwise, 

the algorithm continues to find the optimal position.
In this simulation, it was assumed that the PD of an indoor VLP system moved within the room, a spi-

ral-shaped path was generated, and 158 points were selected uniformly as test points to the path.
The location results of the MHHO algorithm in the movement are shown in Fig. 5(a) to Fig. 5(d). As shown in 

Fig. 5(a) to Fig. 5(c), the blue line represents the movement path of the PD, and the red dots indicate the estimat-
ed point positions, which are very close to the actual path. Fig. 5(d) shows that an average 3D positioning error 
of 1.03 cm, a vertical positioning error of 0.74 cm, and a horizontal positioning error of 0.84 cm are achieved.

               (a) The positioning results in a moving scene                                 (b) Vertical view of the positioning result
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                 (c) Horizontal view of the positioning result                                    (d) Histograms of positioning error

Fig. 5. Positioning results of the MHHO algorithm

The GWO, WOA, MPA, SSA, and HHO algorithms are simulated on the test points to further verify the pro-
posed algorithm’s effectiveness. The average, maximum, and minimum positioning errors achieved by the GWO, 
WOA, MPA, SSA, and HHO algorithms are listed in Table 4. From Table 4, the average positioning errors of the 
GWO, WOA, MPA, SSA, and HHO algorithms are 12.74 cm, 2.23 cm, 2.19 cm, 1.43 cm, and 1.57 cm, respec-
tively. The experimental results show that the positioning accuracy of the MHHO algorithm is superior to other 
algorithms.

Table 4. Results of the indoor 3D visible light positioning

Algorithm Average positioning 
error (cm)

Maximum positioning error 
(cm)

Minimum positioning error 
(cm) 

GWO 12.74 25.40 3.61 
WOA 2.23 15.87 0.23 
MPA 2.19 9.16 0.10 
SSA 1.43 7.57 0.36 
HHO 1.57 10.15 0.25

MHHO 1.03 6.34 0.12

5   Conclusions

This paper presents a novel MHHO algorithm, which is combined with chaotic mapping, a nonlinear escape en-
ergy update strategy, and a nonlinear control strategy. The proposed algorithm applies the chaotic mapping to the 
population initialization to select an appropriate initiation position, which improves the HHO algorithm’s search 
performance. Then, a nonlinear energy update strategy is presented to control the transformation of the algorithm 
phase, and the algorithm avoids getting trapped in a local optimum. Furthermore, a nonlinear control strategy is 
applied to further enhance the effectiveness of the HHO algorithm. The benchmark test functions are selected to 
verify the search performance of the MHHO algorithm. The experimental results show that the searching ability 
of the proposed algorithm is better than other intelligent algorithms. Finally, the MHHO algorithm is used to 
address the real problem of indoor 3D visible light positioning. Compared with other intelligent algorithms, the 
MHHO algorithm can obtain high localization accuracy, which proves that the MHHO algorithm is an effective 
way for indoor visible light positioning.

In future work, the effectiveness of the MHHO algorithm for indoor visible light localization will be verified 
using a robotic platform. In addition, the MHHO algorithm will be used for other practical engineering designs.
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