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Abstract. In response to the issue of some keywords not being logged in or having inaccurate semantics in 
current public opinion monitoring, this article uses an improved word segmentation method to extract seman-
tic features. In response to the current issue of unable to control the emotional direction of public opinion 
comments in public opinion analysis, an emotion analysis model Bi_GRU is proposed for sentiment analysis. 
Finally, using students’ commonly used Weibo as a verification scenario, sensitive information such as “food 
safety” and “campus bullying” is screened to control the emotional direction of college students. The final 
proof is that the method proposed in this article can effectively supervise public opinion in a centralized envi-
ronment and provide effective means for student management. 
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1   Introduction

The rapid development of information technology has brought great changes to human society. The process of 
informatization and networking in human society is becoming increasingly rapid, and the characteristics of vir-
tualization and data are becoming more and more obvious. The important role of online ideological and political 
education is becoming increasingly prominent. A large number of vivid samples of college students’ online be-
havior are gathered in online public opinion, and the public opinion information reflects the spiritual style and 
ideological dynamics of contemporary college students, which is beneficial for exploring the ideological and be-
havioral patterns of college students in contemporary online society.

With the development of online media, a large amount of online public opinion data has been generated, 
including information with emotional tendencies in this article. Common university management issues, such 
as public health issues, campus violence issues, food safety issues, employment issues, student management is-
sues, etc., if not promptly addressed, often lead to the emergence of online public opinion within the university. 
Students express their attitudes, emotions, viewpoints, etc. through Weibo, short videos, and other means. These 
viewpoints and opinions are constantly spreading and fermenting on the internet, becoming widely concerned hot 
events, and thus forming online public opinion related to universities.

The generation of public opinion follows a regular pattern, generally including the formation period, peak 
period, stable period, and regression period. Analyzing the data generated by these public opinions can grasp the 
development laws of public opinion, understand students’ emotional tendencies, provide strong basis for school 
management and guidance, improve the ability to handle public opinion events, ultimately calm students’ emo-
tions, maintain the order of teaching on campus, and ensure stable and stable student management.

However, current universities have the following shortcomings in supervising and managing their own public 
opinion:

(1) Most of the existing public opinion monitoring methods use word segmentation libraries or custom dictio-
naries for text segmentation, but these word segmentation methods have problems such as inaccurate segmenta-
tion of unlisted words and ambiguity.

(2) At present, most theme based monitoring methods are based on sensitive vocabulary dictionaries, which 
can effectively monitor comments containing sensitive vocabulary, but cannot monitor public opinion from an 
emotional perspective on comment texts.

(3) Based on emotional analysis, most methods use a combination of emotion dictionaries and machine learn-
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ing. Although it can effectively identify emotional tendencies in public opinion information, it is difficult to make 
good judgments when encountering expressions and emerging network words.

Therefore, in response to the above situation, the work done in this article is as follows:
(1) In response to the problem that existing public opinion monitoring segmentation methods cannot accurate-

ly segment unlisted words and ambiguities, an improved BP neural network is proposed for text segmentation. 
This model uses deep learning methods to combine multiple neural networks to form an attention convolutional 
neural network conditional random field segmentation model.

(2) In response to the inability of topic based monitoring methods to analyze comments from an emotional 
perspective, a sentiment analysis model Bi_GRU is proposed that integrates aspect information for sentiment 
analysis. The output vector is fused with the vector with aspect information and input into the attention layer. The 
attention layer assigns different weights to different aspect information, and finally completes sentiment classifi-
cation through the classification layer, The experiment proves that the model has good performance in emotion 
classification tasks.

(3) In response to the issue of insufficient utilization of facial expressions and traditional sentiment dictionar-
ies in the monitoring method of sentiment analysis, this article focuses on the analysis of public opinion instances 
after establishing a public opinion monitoring model.

Therefore, the structure of this article is as follows: Chapter 2 mainly introduces the relevant research results, 
Chapter 3 mainly introduces the construction of the public opinion monitoring network structure, Chapter 4 in-
troduces the process of establishing a model for analyzing the emotional direction of public opinion, Chapter 5 is 
the experimental verification process, and Chapter 6 is the conclusion part.

2   Related Work

Regarding the issue of sentiment analysis, Sharat Sachin attempted to research different deep learning technolo-
gies that have been applied to sentiment classification and analysis, and combined them with a recursive neural 
network structure, ultimately conducting validation experiments on the Amazon platform [1]. Hocheol Lee used 
a cross-sectional study method to analyze Twitter posts from South Korea and Japan from February 1, 2020 to 
April 30, 2020, in order to determine their impact on COVID-19. We collected Twitter data from major social 
media platforms in South Korea and Japan [2]. Ping Huang collected hot topics on campus for preprocessing 
and used the Word2vec model to generate word vectors. Then, she used convolutional neural networks to extract 
features from them and perform sentiment orientation classification. Through comparison of experimental data, 
the sentiment orientation classification based on convolutional neural networks (CNN) achieved an accuracy of 
89.76% [3]. Ruidan Zhao utilized the Vector Space Model (VSM) algorithm in semantic analysis to further fil-
ter the collected webpage data, fully ensuring the quality of the collected public opinion data, and developed a 
public opinion monitoring system based on this method [4]. Chuanying Zhang, a customized system architecture 
based on Java language and open source software, filters out public opinion information related to the determined 
theme from complex content, and then processes and transforms the source data to achieve accurate and efficient 
monitoring of the social and public opinion of universities across the entire network platform [5]. Jundi Zhang, 
based on natural language processing algorithms, constructed a public opinion monitoring and warning model. 
Text features were extracted using the TF-IDF algorithm, and data was trained using a neural network model 
based on the path vector function to achieve the functions of public opinion analysis and warning. The experi-
mental results demonstrated the efficiency of the method [6].

3   Construction of Network Detection Structure

The standard neural network may forget the old samples that have already been learned when learning new sam-
ples, and the noisy data will be adjusted to the network parameters after learning, resulting in unstable learning 
process of the network parameters. Therefore, it is proposed to improve the network structure of the standard 
neural network by adding an input adapter layer to the input layer of the neural network. Its function is to record 
the historical information of the input layer and delay the data of the input layer by one step. After adding an in-
put adapter layer, when noisy data enters the network for learning, the previous historical input information will 
have a limited impact on the current noisy data, making the network’s parameter learning more stable and im-
proving the performance of the neural network. The improved neural network structure is shown in Fig. 1.
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Fig. 1. Improved neural network structure

The state space expression of the improved BP neural network [7] is:

( ) 1 1
1 3(1 ) .k t tu f m nβω β ω− − = + −                                                         (1)

1.t tn m −=                                                                            (2)

2( ).t kv g uω= ⋅                                                                        (3)

Among them, mt−1 is the input sample data, uk is the input of the hidden layer, nt is the data of the input layer, 
vt is the output result, ω1 is the weight connecting the input layer and the hidden layer, ω2 is the weight connect-
ing the hidden layer and the output layer, ω3 is the weight connecting the input layer and the hidden layer, and β 
is the balance factor between the input layer and the input layer. Function I is the transfer function of the hidden 
layer using a linear transfer function, while function f(x) is the transfer function of the output layer using a loga-
rithmic transfer function.

Optimizing the topology structure of a neural network mainly involves obtaining the number of hidden layers 
and the number of neurons on each hidden layer. Binary encoding is performed on the topology structure of the 
neural network, assuming that the number of hidden layers is or. The form of binary encoding is shown in Fig. 2.

Fig. 2. Principle of binary encoding

The binary encoding form is divided into three parts, and the code string L represents the number of hidden 
layers, where the value of α is 1 or 0. The method for representing the number of hidden layers is as follows:
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The code string l1 represents the number of neurons in the first hidden layer, while the code string represents 
the number of neurons in the second hidden layer. There is a calculation relationship between them as follows:
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Among them, j represents the length encoded by the number of hidden layer nodes.
Steps to optimize the network structure of a neural network [8] using genetic algorithms:
(1) Set the number of hidden layers in the neural network and the range of the number of neurons in each lay-

er. Binary encode the number of hidden layers, neurons in the first and second layers, and randomly generate N 
chromosomes with the same encoding. Encode N chromosome into a corresponding neural network

(2) Set different initial connection weights to learn training steps (1) to form a network
(3) Calculate the fitness of each individual in the initial state, and the fitness function is the error function of 

the neural network
(4) Select individuals with high fitness values as parents and perform genetic operations
(5) Using crossover and mutation operations in genetic algorithms to deal with contemporary populations and 

generate new ones.
(6) Repeat steps (2) - (5) until an individual in the population can meet the end condition, and the resulting in-

dividual is approximately the optimal solution of the neural network structure. From this, determine the number 
of hidden layers in the neural network and the number of neurons on each hidden layer.

4   Establishment of a Sentiment Analysis Model for College Student Social Platform 
Data

This article uses an emotion analysis model that integrates aspect information. GRU network is used instead of 
LSTM to learn text features, and attention mechanism is used to assign weight to aspect information to increase 
its importance. The feature input of aspect information weight is learned into the classification layer, and finally, 
sentiment analysis is achieved through softmax classifier classification. The flowchart is shown in Fig. 3:

Fig. 3. Model flowchart

The preprocessing part is described in Chapter 3, which mainly introduces the input layer, Bi_GRU layer, at-
tention layer, and classification layer.

4.1   Input layer  

This layer uses the Word2vec model to train the data to obtain a word vector matrix , d lX X R ×∈ , where the text 
is represented as Vi = {vi1, vi2, ..., vil}, where d is the word vector dimension, i is the i -th text in the training in-
tonation, l is the maximum number of valid words in the sentence, the training set M = {V1, V2, ..., Vn}, n is the 
size of the training corpus, and y = {y1, y2, ..., yn} is the corresponding training label. The input layer updates the 
parameters of the Vi input Bi_GRU obtained from the training set N training.
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4.2   Bi_GRU Layer

Unit GRU consists of an update gate and a reset gate, where the update gate is formed by merging the forget gate 
and input gate of Unit LSTM, controlling the degree to which the state information at time t − 1 is brought into 
the current state. Specifically, the larger the value, the more state information is brought into the previous state. 
The reset gate controls how much state information at time t − 1 is written into the current state candidate set, 
and the smaller the value, the less previous state information is written [9]. The unidirectional GRU-unit ignores 
contextual information, while adding a negative hidden state in Bi_GRU enables full learning of reverse seman-
tics, allowing the Bi_GRU -layer to learn complete contextual information and have better performance in senti-
ment analysis. At time t, the output of the Bi_GRU-layer is h'

t , and the expression is:

' , .t t th h h =  
 

                                                                         (6)

4.3   Attention layer

The attention mechanism is used to assign different weights to different parts to reflect the different contributions 
of different aspect words to emotional tendencies. The output of layer Bi_GRU is h'

t , which serves as the input 
for that layer. Then, the hidden vector h'

t  is passed through a multi-layer perceptron to obtain a new hidden vec-
tor u'

t . The new hidden vector u'
t  and the context vector u'

v  are calculated to obtain the weight value at . u
'
v  is a 

high-dimensional vector used to determine the importance of words in sentences. The expression is as follows:
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4.4   Classification Layer

The classification layer inputs the features captured by the attention layer into the softmax classifier for classifi-
cation, and the activation function uses the softmax function [10]. The calculation formula is as follows:

 ( )max .C Cy soft W C b= +                                                              (10)

In the formula, WC is the weight matrix, bC is the bias, and y  is the classification result. The loss function 
used in this chapter’s model is the cross entropy loss function with the L2 regularization term, which is defined as 
follows:
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Among them, y and y  are the actual label values compared to the predicted label values, C is the number of 
label categories, and λ is the regularization coefficient of L2. The improved model flowchart is shown in Fig. 4.
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Fig. 4. Model Bi_GRU framework diagram

5   Experimental Results and Analysis

In order to verify the feasibility of the above model and emotion classification, based on selecting the same data-
set and objective evaluation indicators, three sets of parameter comparison experiments were set up to select the 
optimal parameters. The emotion classification model in this article was used to classify the results and compare 
them.

5.1   Experimental Environment

The computer is installed on the PC side of the Win10 system, with an Intel Core i7-8750H processor, NVIDIA’s 
1080Ti GPU, 8GB CPU memory, Google’s Colab compilation software, Python 3.0 compilation language, and 
Keras deep learning framework.

5.2   Dataset Selection

To ensure the objectivity of the results, the dataset for sentiment analysis tasks needs to be sourced from repre-
sentative websites or social media platforms. Weibo is a commonly used textual social platform for college stu-
dents, constantly reflecting their life dynamics. Simplifyweibo_4_moods dataset is a standard dataset based on 
the Weibo platform, which contains over 360000 Weibo data with 4 types of emotional labels. Firstly, integrate 
the data labeled with disgust, anger, and low emotions in the dataset, and then remove or reprocess the data with 
certain ambiguities to label these negative emotions as negative emotion data. Similarly, ambiguity processing 
is also performed on data labeled as joyful emotion labels in the dataset, and these data containing positive emo-
tions are labeled as positive emotion data. Among them, positive emotional data is labeled as 1, and negative 
emotional data is labeled as 0.
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Four commonly used model evaluation indicators were selected: Accuracy expressed as A, precision expressed 
as P, Recall expressed as R, and F1 value as the evaluation criteria for this experiment. Before introducing each 
evaluation indicator, first define some representation methods. The representation methods for each evaluation 
indicator are as follows:
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+ + +
                                                            (12)
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5.3   Parameter Settings

Firstly, the model iteration count is set to 15, the optimizer uses Adam, and the learning rate is set to 0.001. Due 
to the insufficient sample size for learning, the dropout is set to 0.2, batch_ Set the size to 64 and the L2 regu-
larization coefficient to 0.0001. Train the opinions expressed on employment issues, student management, etc. 
based on the above parameter settings, and the training results are shown in Fig. 5.

Fig. 5. Model training results

For the convenience of describing, this article describes the improved model as iBi_ GRU, as shown in the 
figure, the accuracy of the model gradually stabilizes when the number of iterations reaches 8 or more. At 10, the 
classification accuracy of the model is the highest, while the accuracy of the model decreases as the number of 
iterations continues to increase. When the number of iterations is 10, the loss rate of the model reaches its low-
est, and as the number of iterations continues to increase, the loss rate of the model increases. The goal of setting 
epoch parameters is to expect the model to have high accuracy and low loss rate in classification tasks. Based 
on the two results, the overall performance of the model is best when epoch is 10.In order to demonstrate the ef-
fectiveness of the improved algorithm proposed in this article, we selected and compared it, and the comparison 
results are shown in Fig. 6.
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Fig. 6. Model comparison

The accuracy rate obtained by using iBi_GRU for sentiment classification under the standard dataset is 0.7681, 
the recall rate is 0.7329, and the F1 value is 0.7727. The accuracy, recall, and F1 values of the BCBL-CNN mod-
el with the best neutral performance in the comparison model were 0.7124, 0.6375, and 0.7004, respectively, 
under the standard dataset. The results of the three evaluation indicators of BCBL-CNN were all lower than iBi_
GRU. It can be seen that the improved iBi_GRU sentiment classification model has improved compared to the 
previous model in terms of accuracy, recall, and F1 value. The experimental results validate the effectiveness of 
the improved A model by introducing attention mechanism, and due to the dynamic adjustment of the weights of 
vocabulary containing different emotional levels by introducing attention mechanism, the BCBL-Att model per-
forms better than the BCBL-CNN model in text sentiment classification tasks on standard datasets.

6   Conclusion

After analysis, the speech recognition model proposed in this article can accurately recognize public opinion 
vocabulary in the network, and can also make judgments on emotional tendencies. The effectiveness of the algo-
rithm has been proven in simulation experiments. At the same time, this article also has shortcomings:

1) There are shortcomings in public opinion monitoring for short video platforms, and it is also the main di-
rection of future research;

2) The control of emotions in public opinion comments is not precise enough.
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