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Abstract. To address the problem of low localization accuracy in the node localization algorithms of wireless 
sensor networks (WSN) based on received signal strength indication (RSSI) ranging, a WSN node localization 
algorithm based on ranging optimization and graph optimization is proposed. In terms of RSSI ranging, the 
outliers are removed using the Grubbs method, and the data are processed using a moving average smooth-
ing-Gaussian hybrid filter to establish a Bessel function ranging model to reduce the ranging error; in terms 
of node localization, the signal strength data are employed to construct a distance cost term, a cost function 
model is built based on these cost terms, and graph optimization is adopted to minimize this function. Then, 
the node position is estimated to minimize the overall observation error. Simulation results indicate that the 
proposed algorithm has higher ranging and localization accuracy than existing ranging and localization algo-
rithms, and it can meet the requirements of node localization in large-scale WSN.
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1   Introduction

Over the past few years, Internet of Things (IoT) applications have exploded in various fields. Wireless Sensor 
Networks (WSN) are the most widely used end devices for sensing and collecting data in IoT. WSN consist of 
distributed, self-organized, energy-constrained wireless sensor nodes that automatically collect the data required 
for a specific application from a monitored area to improve performance and reduce the total cost of the monitor-
ing system [1]. Because of the importance of WSN in various application areas such as industry, agriculture, mil-
itary, environmental monitoring, healthcare, transport, and security, their research has received much attention. 
Localization is an important aspect of WSN application development and protocol design. In many applications, 
the data collected by sensors has low validity and value if the location information is not known, as a lack of lo-
cation information may lead to misinterpretation of the data [2].

Satellite navigation systems such as the Global Positioning System (GPS) can solve the localization problem. 
However, for large-scale WSN, it is impractical and costly to equip each sensor node with a localization system 
module such as GPS. Meanwhile, satellite signals hardly work in indoor networks, and radio waves are strongly 
absorbed in underwater environments [3]. Therefore, localization techniques that can replace satellite navigation 
systems such as GPS in WSN have been a research hotspot. There are two main types of localization problems 
in WSN: one is the self-localization of sensor nodes, and the other is the use of WSN to obtain the location infor-
mation of the target. The target can be a sensor node, a device, or an event [4]. Since localization system modules 
such as GPS are too expensive to be installed on every node in the network, only a small fraction of the nodes 
has a known location, and these nodes are called anchor nodes. Therefore, localization usually refers to estimat-
ing the position of the node to be located by interacting with some anchor nodes.

Localization techniques for WSN involve many aspects, including localization accuracy, power consumption, 
network availability and scalability, and latency. The advantage of low power consumption of sensor nodes limits 
the use of localization algorithms. Due to resource constraints such as limited energy and processing power of 
sensor nodes, it is critical to balance the localization accuracy and power consumption of WSN localization al-
gorithms. Meanwhile, complex application scenarios will bring many thorny problems and increase the difficulty 
of localization, and solving these problems is the focus of WSN localization research. Therefore, developing fast, 
scalable, and robust localization algorithms with high localization accuracy is the focus and difficulty of WSN 
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localization research.
To solve the above problems, this paper proposes a WSN node localization algorithm based on ranging op-

timization and graph optimization. This algorithm proposes a complete ranging scheme to improve ranging 
accuracy and improves localization accuracy through graph optimization. In the distance measurement scheme, 
the Grubbs method is used to remove outliers so that the RSSI data approximately conforms to the Gaussian dis-
tribution, and then the moving average smoothing-Gaussian mixed filter is employed to further process the data, 
and the Bessel function distance measurement model is constructed. In the node self-location method based on 
graph optimization, the distance cost items between nodes are established through signal strength data, and these 
cost items are utilized to construct the cost function model. Then, by minimizing this function through graph op-
timization, unknown nodes are obtained in the sense of least squares position estimate.

The rest of this paper is organized as follows: Section 2 presents the related work, Section 3 introduces the 
RSSI ranging scheme and its improvement method, Section 4 describes the proposed node localization algorithm 
based on graph optimization in detail, and the simulation results are provided in Section 5, and finally, Section 6 
concludes this paper.

2   Related Works

At present, a variety of WSN localization algorithms have been proposed. According to whether to measure 
the distance between nodes, the localization algorithms are divided into ranging localization algorithms and 
non-ranging localization algorithms [5]. Typical ranging localization algorithms include those based on angle 
information [6], time difference of arrival [7], and received signal strength [8] (RSSI), where RSSI ranging does 
not require additional hardware devices and synchronization, so its cost and power consumption is lower. Non-
ranging algorithms include the centroid algorithm, DV-Hop algorithm [9], etc. Compared with ranging localiza-
tion algorithms, non-ranging localization algorithms have lower accuracy. Considering the difficulty of system 
deployment, localization accuracy, cost, etc., RSSI-based node localization technology is widely used in practical 
applications.

RSSI-based indoor localization technology is one of the classic methods in WSN node localization. This 
method is composed of an RSSI ranging model and a localization algorithm. Many scientific researchers have 
conducted in-depth studies on it. For the RSSI ranging scheme, Wang et al. [10] first used the Dixon test method 
to filter and process the data and then established the Shadowing model (DT-S), but the Dixon test method does 
not work when two suspicious values appear on the same side of the maximum (small) value, and the fitting 
effect of the shadowing model is poor. Liao et al. [11] used the particle filter to process data and build a shad-
owing model (PF-S), but the particle filter requires a large amount of sample data and the algorithm is relatively 
complex. Jiang et al. [12] used convex optimization to extract relationship trend items and established a Bessel 
ranging model (CO-B), but high-order calculations would cause problems such as high computational overhead 
and difficult solutions. Zhang et al. [13] employed Gaussian-median filtering to process data and established a 
shadowing model (GF-S), but the Gaussian filtering effect was poor due to the presence of outliers in the collect-
ed signal strength data.

For the RSSI localization algorithm, various algorithms have been proposed. Zhang et al. [14] combined the 
advantages of multiple filtering algorithms based on the ZigBee technology, and they proposed a new hybrid 
filtering (HF) algorithm. Then, the path loss model was estimated with the least square method, and finally, the 
actual position was obtained by weighted centroid trilateration. Nie et al. [15] developed a weighted localization 
method based on RSSI probability distribution and Bayesian estimation (PDBE). This method introduces the pri-
or RSSI probability distribution into the weight calculation through Bayesian estimation, gives outliers a lower 
weight, reduces the impact of environmental noise and external uncertain factors on the localization accuracy, 
and takes the position with the largest weight as the localization result. Based on the received signal strength 
indication, Zhang et al. [16] proposed a joint algorithm, which introduces a triangular localization auxiliary 
algorithm into the K-nearest neighbor position fingerprint matching (K-NPFM) algorithm. First, the triangular 
localization is performed to obtain the reference area, and then the position fingerprint matching is performed 
for precise localization, which effectively improves localization accuracy. Li et al. [17] presented a weighted 
centroid location (WCL) algorithm with power value correction. The algorithm uses information such as the dis-
tance between the anchor nodes and the unknown node so that the anchor node can adaptively obtain the optimal 
weight coefficient to improve localization accuracy. Hu et al. [18] utilized the BP neural network to fit the RSSI 
data received by the anchor node to determine the parameter value of the loss model. Meanwhile, they used the 
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geometric relationship to transform between nodes and improved the three-point localization method to the six-
point centroid localization algorithm. Long et al. [19] combined RSSI ranging to transform the localization prob-
lem into an optimization problem of maximum likelihood estimation (MLE) and form a trust subdomain prob-
lem, which was then solved by the binary search method. Wang et al. [20] used the randomness and ergodicity of 
chaotic search and the multi-population of the chicken swarm algorithm to optimize the solution process of the 
particle swarm optimization (PSO) algorithm and improve the traditional centroid localization algorithm, thereby 
achieving higher localization accuracy. Guo et al. [21] used the PSO fitting signal attenuation curve (PSO-FSAC) 
algorithm combined with the weighted K nearest neighbor algorithm to remove poor experimental data and used 
a parametric model to locate the user’s location. Yin et al. [22] solved the problem that the traditional sparrow 
search algorithm (SSA) is easy to fall into the local optimum by introducing a good point set and a levy flight 
strategy, which helped to accelerate the convergence speed, correct the position deviation of the target node, and 
improve localization accuracy. Alfawaz et al. [23] used the improved Rat Swarm Optimization (RSO) algorithm 
instead of the least square method to estimate the position of the node, and the communication radius was dou-
bled to reduce the distance estimation error and improve localization accuracy.

Table 1 summarizes the basic properties of different localization methods. It can be seen from the comparison 
that although the above solutions have improved localization accuracy, there are still some shortcomings. The 
main goal of this paper is to overcome the shortcomings of the above schemes, improve ranging accuracy and lo-
calization accuracy through ranging optimization and localization optimization, and reduce energy loss, thereby 
meeting the needs of node localization in large-scale WSN. The main contributions of this paper can be summa-
rized as follows:

(1) A complete set of ranging schemes is proposed, which first use the Grubbs method to remove outliers. 
After the outliers are removed, the RSSI data approximately conforms to the Gaussian distribution, and then 
moving average smoothing-Gaussian mixed filtering is utilized to further process the data to obtain the most real-
istic distance data.

(2) A novel distance conversion function is proposed, which uses the least square method to identify the spe-
cific parameters of the ranging model and uses the convex optimization algorithm to make the relationship be-
tween the RSSI value and the corresponding attenuation of the distance clearer, thereby improving the ranging 
accuracy.

(3) An accurate self-location method for nodes is proposed. This method establishes distance cost items be-
tween nodes through signal strength data. These cost items are employed to construct a cost function model, and 
this function is minimized through graph optimization to obtain unknown nodes in the sense of least squares po-
sition estimation, thereby improving localization accuracy.

Table 1. Comparison of different localization methods

Algorithm Unknown node 
location Time synchronization Ranging method Advantage Shortcoming

HF Distributed need RSSI

Consideration of actual 
sound velocity propagation 
characteristics to minimize 
errors

Ignores back-
ground noise and 
target speed varia-
tions

PDBE Distributed need RSSI Estimates are easily ob-
tained

Time synchroniza-
tion required

K-NPFM distributed need RSSI
High localization accuracy 
and low average localiza-
tion error

Complexity of the 
calculation process

WCL centralized unnecessary RSSI
No time synchronization 
required, high localization 
accuracy

Large errors at 
short distances and 
complex calcula-
tions

BP centralized need RSSI Greater coverage and low 
communications overhead

Application sce-
narios have limita-
tions

MLE centralized unnecessary RSSI
The case of n circles not 
intersecting with a point 
can be solved

Cannot be used 
when anchor nodes 
are co-located
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PSO distributed unnecessary RSSI High localization accuracy 
and low cost

Failure to consider 
the real environ-
ment

SSA distributed unnecessary TOA High localization accuracy 
and fast convergence

Problems with 
empty solution sets

RSO distributed unnecessary TOA High localization coverage 
with low error

The iterative pro-
cess is computa-
tionally intensive

3   RSSI Ranging Solutions

The RSSI is a commonly used distance estimation method in WSNs. RSSI measures the strength of the radio sig-
nal between the transmitter and receiver and uses it to estimate the distance between them. However, in practical 
signal propagation environments, the RSSI value obtained by the receiver is easily affected by various interfering 
factors, including non-line-of-sight, weather, and sensor node height. In such scenarios, simply averaging mul-
tiple RSSI measurements and converting them into distance will result in large ranging errors. To address these 
issues, this paper proposes several methods to improve the accuracy of RSSI ranging.

Firstly, there are outliers in the RSSI values from multiple measurements due to interference factors, and this 
paper uses the Grubbs method to remove the outliers. Secondly, the RSSI data are filtered using a moving aver-
age smoothing-Gaussian mixture filter, as the outliers are approximately normally distributed. Finally, after the 
RSSI values from multiple measurements are processed, this paper establishes a Bessel function ranging model 
based on the literature [12], and based on this more accurate ranging model, a more effective reflection of the 
RSSI value decay relationship is achieved, and the ranging accuracy is improved. The overall flow chart for 
ranging is shown in Fig. 1.

RSSI values are collected 
multiple times at various 

distances from the anchor node

Outliers removed using the 
Grubbs method

Mixed filtering with moving 
smoothing Gaussians

Modelling the Bessel function for 
distance measurement

Use the distance measurement 
model to obtain the 

corresponding distance

End

Start

Fig. 1.  The flow chart of distance measuring
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3.1   Grubbs Method to Remove Outliers 

At present, various statistical testing methods for judging outliers have been proposed, such as the Grubbs test 
method, Dixon method, skewness-kurtosis method, etc. However, all of these methods are susceptible to two ma-
jor errors commonly in statistical hypothesis testing. Among these methods, the Grubbs test has the lowest prob-
ability of suffering from both types of errors. Therefore, the Grubbs test is preferred for removing outliers from 
data. The Grubbs test assumes that the data follows a normal distribution, and it works by comparing the distance 
between a suspect point and the mean of the sample to the standard deviation of the sample. If the distance ex-
ceeds a certain threshold, the suspect point is regarded as an outlier and is removed from the sample. The specific 
steps are as follows:

Step 1. Sorting the RSSI data collected multiple times in ascending order: rssi1 < rssi2 … < rssii  < … < rssin .
Step 2. Calculate of the mean rssi  and standard deviation Srssi.

1 ,
n

ii
rssi

rssi
n
== ∑                                                                     (1)

2
1

1 ( ) .n
rssi iS rssi rssi

n == Σ −                                                              (2)

Step 3. Calculate the deviation: the difference between the mean and the minimum is cmin = rssi − rssimin and 

the difference between the mean and the maximum is cmax = rssimax − rssi .
Step 4. Determine a suspicious value sus: compare cmin with cmax, and if cmin > cmax , rssimin is considered suspi-

cious; otherwise, rssimax is considered as suspicious.
Step 5. Calculate the G value: G = (sus − rssi )/ Srssi , where sus − rssi  is the residual.
Step 6. Compared the value of G with the critical value G(n) given in the Grubbs table, and if G > G(n), the 

value is considered to be an outlier. The critical value G(n) is related to the confidence probability P and the 
amount of RSSI data n , where P generally takes the value 0.95.

Step 7. Reject the RSSI outliers and repeat steps 1-7 until no outliers are detected.

3.2   Filter Processing 

It was found that the random distribution of the RSSI data after removing the outliers approximately conforms 
to the Gaussian distribution, so using Gaussian filtering can effectively fit the distribution of RSSI values in real 
environments and thus eliminate the small probability of RSSI values. However, the use of Gaussian filtering 
only cannot eliminate the fluctuations in the data completely and process the data effectively. In contrast, the 
9-point moving average smoothing filter can eliminate the effect of value fluctuations on the final measure-
ment to a greater extent, but this method is less effective when the amount of RSSI data is small and fluctuat-
ing. Considering the complexity and feasibility of the ranging scheme and the complementary advantages of 
Gaussian filtering and moving average smoothing filtering, this paper adopts Gaussian filtering and moving aver-
age smoothing filtering to filter the RSSI data, and the filtering process is described below.

a) Build a Gaussian model as follows.
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where rssii denotes the ith data in the RSSI data after removing the outliers; n1 denotes the amount of RSSI data 
after removing outliers; μ is the mean value; σ is the standard deviation, which indicates the degree of data dis-
persion.

b) Excluding low probability values from the RSSI data. The interval of the normal distribution with a high 
probability of RSSI values is (μ − σ, μ + σ), which has a probability of 68.26% to occur, so the RSSI values out-
side this interval are excluded from the RSSI data.

c) For the data processed by Gaussian filtering, a moving average smoothing filtering process is performed, 
the basic idea of which is that the RSSI value fluctuates up and down around a certain central value with small 
fluctuations. rssiGi is taken as the center, the mean value rssi iG′  is found for k pieces of data before and after  

rssiGi , and rssi iG′  is substituted for rssiGi , as shown in equation (6):

1
1 ,

2
k

i ii k
rssiG rssiG

k +=−
′ = ∑                                                              (6)

where rssiGi denotes the ith RSSI value in the RSSI data after Gaussian filtering; the larger the value of k, the 
better the smoothing effect, and the greater the distortion. k is set to 9 in this study.
d) Finally, the output of the Gaussian-moving average smoothing filter rssifilter is obtained.

2

1
2

1 ,n
filter ii

rssi rssiGY
n =

= ∑                                                             (7)

where n2 denotes the amount of filtered RSSI data, and rssiGYi denotes the ith RSSI value in the filtered RSSI 
data.

3.3   Building a Bessel Function Distance Measurement Model 

The Bessel function, as a special function, has a wide range of applications in physics and is crucial for solving 
various potential field and electromagnetic wave propagation problems. Compared with the traditional empir-
ically constructed models, the ranging model based on the Bessel function has practical physical significance. 
Accordingly, a ranging model based on the Bessel function was proposed and experimentally verified in the 
literature [12]. The results demonstrate that the Bessel function-based ranging model has a significantly better 
curve-fitting effect than the Shadowing model and the segmented ranging model, and it has a higher ranging ac-
curacy. In addition, the model has less influence on the interference factors such as non-line-of-sight, weather, 
and sensor node height in the signal propagation environment, and it can still maintain high accuracy under com-
plex propagation environments. In this regard, the Bessel function-based ranging model is used in this paper, and 
it is shown in equation (8).

1 0 2 3 1 4( ) ( ) ( ),RSSI d k J k d k J k d= +                                                         (8)

where RSSI(d) denotes the signal strength in dBm obtained by the receiver end at any distance d from the trans-
mitter; J0(x) and J1(x) are the 0th and 1st-order functional expressions of the nth-order first-class Bessel function; 
k1, k2, k3, and k4 are parameters to be determined in the model.
Based on the literature [12], the Bessel function distance measurement model is established in the following pro-
cess:

a) The collected series of RSSI values and the corresponding distance data are pre-processed by the Grubbs 
method and the filtering method. In this way, the quality and reliability of the data are improved, and some un-
avoidable errors and disturbances are eliminated.

b) According to the processed data set, more RSSI values can be obtained with the corresponding change in 
the distance decay relationship. As the test distance becomes larger, the RSSI value fluctuation magnitude be-
comes larger, and there will be abnormal RSSI values, making it difficult to clarify the RSSI value and the dis-
tance correspondence decay relationship. Therefore, the convex optimization algorithm is employed to make the 
RSSI value and distance correspondence decay relationship clearer.



7

Journal of Computers Vol. 35 No. 1, February 2024

c) The least squares algorithm is used to identify the parameters k1, k2, k3, and k4, in the ranging model to de-
termine the unknown parameters and obtain the specific ranging model expressions.

4   Graph Optimization Based Node Localization Algorithm 

4.1   Foundations of Graph Optimization 

Graph optimization is essentially a non-linear least squares optimization process, which has been proven to have 
better accuracy than Kalman and particle filters as an alternative to filtering methods, and it is now widely used 
in simultaneous localization and map building (SLAM) [24]. Graph optimization G ={V, E} mainly consists of 
nodes Vand edges E. The quantities to be estimated are taken as vertices of the graph, and the inter-observations 
to be estimated are taken as edges connecting the vertices. The estimation is a process of finding the best vertices 
in the state space that are in best agreement with the overall observations of the system.
The main process of chart optimization is as follows.

(1) Establish a cost function based on the observation model, which is generally in the form of a sum of 
squares.

(2) Find the minimum value of this cost function by using non-linear least squares optimization methods such 
as the second-order gradient method, Gauss-Newton method, Levenberg-Marquardt method, etc., which in turn 
find the quantity to be estimated. The general form of the cost function is as follows.

,T
i i ii

E e e= Ω∑                                                                       (9)

where ei denotes the error between the quantity to be estimated and the observation; Ωi denotes the weighting fac-
tor on this error, the larger the weighting factor, the less noisy the observation corresponding to the error term ei ; 
the subscript idenotes the traversal of all observations. Generally, the error term ei is a function of the quantity to 
be estimated si and its corresponding observation mi .

( , ).i i ie g s m=                                                                      (10)

Many mature runtime libraries are available to implement graph optimization, such as G2O and other runtime 
libraries. As graph optimization is well established, this paper describes the cost function establishment and the 
localization method in the context of WSN node localization.

4.2   Cost Function Establishment 

The RSSI data collected by node  several times is processed according to Sections 3.1 and 3.2 to obtain the re-
ceived signal strength of this node, and then the distance di,jbetween it and the transmitting signal node j is ob-
tained by equation (8). Based on this distance, the error function can be obtained as follows:

2 2
, , ( ) ( ) ,i j i j i j i je d x x y y= − − + +                                                      (11)

where (xi, yi) is the position of the ith unknown node, and (xj, yj) is the position estimate of the jth unknown or 
anchor node. At this point, the corresponding cost function can be expressed as follows.

2
, ,,

, ,i j i ji j
C e= Ω∑                                                                   (12)

where Ωi,j is a weighting factor for the error ei,j difference; Ωi,j is a normalized weight taken according to the 
inverse of the corresponding distances of all edges in the graph optimization, as the measured distance error in-
creases with the distance between sensor nodes. The larger the distance between sensor nodes, the lower the con-
fidence level, and the weight should be as smaller; conversely, the smaller the distance between sensor nodes, the 
higher the confidence level, and the corresponding weight should be larger.
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By minimizing equation (12), the distance observation information between nodes can be fused, and the posi-
tion estimation of each unknown node with the smallest overall observation error can be obtained.

4.3   Node Self-Localization Methods 

In the context of large-scale WSN, the nodes are generally categorized as anchor nodes and unknown nodes. 
Typically, anchor nodes obtain their precise positions through methods such as high-precision GPS or manual 
measurements and serve as reference points with fixed positions in graph optimization techniques [25]. When 
global graph optimization is performed to determine the locations of all unknown nodes simultaneously, this in-
curs a significant computational burden due to the huge number of operations involved and the low performance 
of node operations, so it is impractical to use this method in WSN that experience frequent node movements. In 
practice, anchor nodes are typically deployed first, followed by the continuous deployment of unknown nodes. 
To ensure that each unknown node obtains its position immediately after deployment, this study proposes a local 
graph optimization strategy. Specifically, when locating an unknown node m in the WSN, all nodes with known 
positions within its communication radius r, including both anchor nodes and unknown nodes with position esti-
mates, are identified. This enables only the nodes within the communication range of node m to participate in the 
graph optimization process, thereby avoiding the generation of large graphs that require extensive computational 
resources. Consequently, there are two scenarios in the overall WSN node localization process.

a) At the early stage of node localization, nodes with known positions within the communication radius r of 
node m are all anchor nodes. In this regard, node m is first taken as the vertex to be estimated, and then the cor-
responding error function between node m and each anchor node is established based on equation (11); finally, 
the cost function is constructed based on equation (12), and graph optimization is performed to obtain the posi-
tion estimate of node m. At this point, using graph optimization to solve for the position of node m is similar to 
using the Levenberg-Marquardt method for weighted least squares problems, as the gradient descent method set 
up in this paper for graph optimization is the Levenberg-Marquardt method. The literature [26] has shown that 
the localization error is minimized when the number of anchor nodes involved in the least squares method is 4. 
Therefore, the N = 4 anchor nodes closest to node m are selected to participate in the graph optimization process, 
as shown in Fig. 2.

Fig. 2.  The schematic diagram of network node localization situation 1

b) In the middle and late stages of localization, the nodes with known locations within the communication 
range of node m generally include anchor nodes and unknown nodes, for which location estimates have been ob-
tained. The node localization process at this point consists of the following steps.

Step 1: Assume that there are r unknown nodes Pi (i = 1, 2, …, r) within the communication range of node m 
for which position estimates have been obtained, and construct a data table in node m with node Pi and its corre-
sponding number of connected edges ni .
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Step 2: Obtain the nearest N nodes to node m (which may include anchor nodes and unknown nodes with po-
sition estimates), such as the four nodes connected by black lines in Fig. 3. After the nodes are obtained, if they 
contain unknown nodes with position estimates, the number of edges connected to the corresponding nodes in 
the table is added by 1. The node m and the unknown nodes with position estimates among the obtained nodes 
are taken as the vertices to be optimized in the graph, the anchor node is taken as a fixed node, and the distance 
observations between node m and the N nodes are taken as edges.

Step 3: If there is an unknown node with a position estimate among the obtained N nodes, such as P1, P2, and 
P3 in Fig. 3, cycle through the N − ni nodes closest to each node, and if there is an unknown node or node m with 
N connected edges among the first N − ni nodes, skip this node and find the next closest node, such as the node 
connected by the grey line in Fig. 3. After the node is obtained, if it contains an unknown node with position es-
timate, add the number of connected edges of the corresponding node in the table by 1, and update the number of 
connected edges of nodes P1, P2, and P3 in the table to N. Then, the unknown node with position estimate among 
the acquired nodes is taken as the vertex to be optimized in the graph, the anchor node is taken as a fixed node, 
and nodes P1, P2, and P3 are taken as edges with their corresponding N − ni inter-node distance observations tak-
en as edges.

Step 4: If there are still unknown nodes in the nodes obtained in the third step, process them in the same way 
as Step 3 until there are no unknown nodes in the obtained nodes.

Step 5: Finally, graph optimization is performed on the constructed undirected graph to obtain the latest posi-
tion estimates of node m and each unknown node in the graph for which a position estimate has been obtained.

Fig. 3. The schematic diagram of network node localization situation 2

5   Verification of Simulation Experiments 

The experiment consists of two main parts: feasibility and ranging performance analysis of the ranging scheme 
proposed in this paper, and localization performance analysis of the graph optimization-based node self-local-
ization method. Both parts use MATLAB 2019a software to construct the simulation platform and compare the 
proposed algorithm with similar algorithms.

5.1   Feasibility and Performance Analysis of Ranging Solutions 

Data acquisition was conducted in a 33 m corridor indoors. The specific acquisition plan was as follows: the total 
test distance was 30 m, and the wireless signal strength data was collected every 0.5 m using a Zigbee module 
model E18-MSI-IPX. There were 60 sampling points in total, and the wireless signal strength values were col-
lected 300 times at each sampling point. The parameter setting of the Zigbee module is shown in Table 2.
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Table 2. The parameter setting of the Zigbee module

Parameter name Parameter values
Transmitting power -20dBm

Launch interval 1ms
Number of RSSI acquisitions 300
Range of distance variation 0~30m

Then, the data collected from various sampling points are subjected to the removal of outliers and filtering. To 
verify the feasibility of these methods, the data collected from a sampling point 4 m away from the transmitting 
node is processed, and the results are presented in Fig. 4. The figure reveals that the use of the Grubbs method 
effectively removed the outliers in the original data. Meanwhile, using a moving average-smoothed Gaussian 
mixture filter to process the RSSI data demonstrated better results than using a moving average-smoothed filter 
or Gaussian filter alone.

Fig. 4. Outlier removal and filtering

After processing the data collected at each location, based on the literature [12], the relational trend terms were 
first extracted using the convex optimization algorithm, and then the unknown parameters in equation (6) were 
identified using the least squares algorithm based on the convex optimization processed data, and the identifica-
tion results were k1 = -32.3,  k2 = 0.095, k3 = 150.6, and k4 = 0.042. As shown in Fig. 5, the convex optimization 
made the overall variation exhibit an obvious decay relationship and reduced the influence of fluctuating RSSI 
values when determining the unknown parameters of the Bessel ranging model, and the Bessel ranging model 
obtained a better fitting effect.
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Fig. 5. The convex optimization of the processed data and the Bessel ranging model

To verify the performance of the distance measurement scheme proposed in this paper, data was collected at 
distances of 1-10m from the signal transmitter node in increments of 1m. This was repeated 100 times, and the 
average value was taken as the final experimental result. In order to evaluate the performance of our proposed 
distance estimation scheme, a comparison was made with several existing RSSI-based To verify the performance 
of the distance measurement scheme proposed in this paper, data was collected at distances of 1 ~ 10 m from the 
signal transmitter node in an increment of 1m. This data collection process was repeated 100 times, and the aver-
age value was taken as the final experimental result. To evaluate the performance of our proposed distance esti-
mation scheme, a comparison was made with several existing RSSI-based distance estimation schemes including 
RSSI-DT-S proposed in the literature [10], RSSI-PF-S proposed in the literature [11], RSSI-CO-B proposed in 
the literature [12], and RSSI-GF-S proposed in the literature [13]. The comparison results are illustrated in Fig. 6.

Fig. 6. The performance comparison of five ranging solutions

According to the result in Fig. 6, the measurement errors of all distance measurement schemes increase with 
the distance from the signal transmission node. This is because the RSSI values gradually decay due to environ-
mental factors as the distance from the signal transmission node increases, leading to a reduction in the number 
of effective RSSI signals received by the localization node. Therefore, the errors of all five compared RSSI dis-
tance measurement algorithms increase. By contrast, the proposed distance measurement scheme in this study 
exhibits the smallest absolute difference between the measured distance and the actual distance among the five 
distance measurement algorithms, and the average error within 10 m is about 0.359 m, demonstrating superior 
ranging performance.

5.2   Localization Performance Analysis 

The proposed localization algorithm is verified by MATLAB 2019a simulation software. To obtain good experi-
mental results, each experiment was independently run 100 times in the same environment, and the average value 
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is taken as the final result of the simulation experiment. The specific experimental parameters are shown in Table 
3. In the experiment, the signal propagation attenuation model adopts the Bessel function model. The simulation 
area is a cube area of 100 m × 100 m × 100 m. The specific deployment strategy is: first distribute the anchor 
nodes evenly in the experimental area, and then continuously deploy unknown nodes. During the placement of 
unknown nodes, each time a node is placed, its position is obtained immediately.

Table 3. Simulation experiment parameter setting

Parameter name Value
Simulation area 100m*100m*100m

Number of anchor nodes 10-35
Total number of nodes 50-100
Communication radius 30m-50m
Reference distance d0 1m

Reference range signal stre P(d0) -15dbm
Number of experiments 100

To verify the performance of the proposed algorithm in terms of localization, the proposed algorithm is com-
pared with the traditional RSSI localization algorithm in the literature [8], the RSSI-HF localization algorithm 
in the literature [14], and the RSSI-PSO localization algorithm in the literature [20]. The localization accuracy 
of the four algorithms is analyzed by comparing the effects of the number of anchor nodes and communication 
radius on the average localization error. The distribution of WSN in the simulation experiment is shown in Fig. 7, 
and the effect graph of the obtained error is shown in Fig. 8.

Fig. 7. The 3D distribution of WSN nodes

Fig. 8. The 3D node localization error effect
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Additionally, the average localization error eand the normalized average localization error e  are used as lo-
calization performance indicators, which are defined in equation (13).
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∑ ∑
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where p and p̂  denote the real and estimated positions of the unknown nodes respectively; K is the number of 
unknown nodes; N is the number of simulations, and N = 100; r is the node communication radius.

The influence of the number of anchor nodes on the average localization error.  Firstly, the normalized aver-
age localization error changes with the proportion of anchor nodes in sensor nodes δ. Setting r = 35m, the range 
of the anchor node ratio is 0.1-0.5, and the results are shown in Fig. 9.

Fig. 9. The curve of normalized average localization error with the proportion of anchor nodes

As shown in Fig. 9, the normalized average localization errors of all four localization algorithms show a de-
creasing trend with the increase in the proportion of anchor nodes. This is because the more anchor nodes, the 
more distance information is provided within the communication radius, and the higher the probability of obtain-
ing ranging data with small errors, and thus the higher the localization accuracy. Meanwhile, when the proportion 
of anchor nodes increases to a certain level, the error decline tends to slow down. Compared with the traditional 
RSSI localization algorithm, RSSI-HF localization algorithm, and RSSI-PSO localization algorithm, the average 
localization accuracy of the localization algorithm proposed in this paper is improved by 20.81%, 6.38%, and 
5.51%, respectively. These results indicate that the proposed algorithm can use fewer anchor nodes to achieve a 
better localization effect, thereby reducing the deployment cost.

Influence of communication radius on average localization error.  Next, the average localization error is ana-
lyzed as a function of the communication radius. Setting δ = 0.2, and the results are shown in Fig. 10.
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Fig. 10. The average localization error curve with communication radius

As shown in Fig. 10, the algorithm proposed in this paper performs significantly better than the other three 
algorithms at different communication radii. Compared with the original RSSI algorithm, RSSI-PSO algorithm, 
and RSSI-SSA algorithm, the average localization errors of the proposed algorithm are reduced by 22.62%, 
7.21%, and 6.81%, respectively. When r < 40m, the average localization error of all four algorithms shows a de-
creasing trend; when r > 40m, the average localization error of the traditional RSSI localization algorithm, RSSI-
HF localization algorithm and RSSI-PSO localization algorithm shows an increasing trend. This is due to the 
increase in the communication radius and because the anchor nodes that are farther away are involved in the lo-
calization. The further the distance between the nodes, the larger the ranging error, which in turn leads to a larger 
average localization error. By contrast, the algorithm proposed in this paper gradually reduces the average local-
ization error as the communication distance increases. This is because the larger the communication radius, the 
greater the number of nodes involved in graph optimization, and the larger the graph size, the higher the stability 
of the graph and the smaller the overall error. However, with the increase in the graph size, the computing power 
rises, and the comprehensive computing power and localization accuracy also increase, so the communication 
radius is generally set to 40 m.

Comparison of the calculation time of localization algorithms.  Finally, the calculation time of several local-
ization algorithms is compared. When the node communication radius is set to 40 m, the proportion of beacon 
nodes is 30%, and the total number of nodes is 60, 70, 80, and 90 respectively, the calculation time of the algo-
rithm is the average value of running 100 times. The simulation time of the four algorithms is shown in Table 
4. As the number of nodes increases, the calculation time of the algorithm increases. Meanwhile, the traditional 
RSSI algorithm takes the shortest time among the four algorithms. While improving the precision of the opti-
mization algorithm, the complexity and running time of the algorithm are increased. The RSSI-HF localization 
algorithm only uses several filtering algorithms to optimize the ranging stage, so the calculation time of the 
algorithm increases less than that of the traditional RSSI localization algorithm. The RSSI-PSO localization al-
gorithm and the localization algorithm proposed in this paper optimize not only the ranging phase but also the 
localization phase, and the calculation time of the algorithm increases more than the traditional RSSI localization 
algorithm. Although the calculation time of the proposed algorithm has increased, it is shorter than that of RSSI-
PSO, and its accuracy is the highest among the four algorithms.
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Table 4. Comparison of average computing time of localization

Algorithm
Average computing time/s

The number of nodes 
is 60

The number of nodes 
is 70

The number of nodes 
is 80

The number of nodes 
is 90

RSSI 0.19 0.28 0.36 0.45
RSSI-HF 0.26 0.37 0.42 0.49

RSSI-PSO 0.49 0.56 0.64 0.68
The algorithms in this paper 0.31 0.37 0.48 0.54

6   Conclusion 

In this paper, for the problem that the RSSI ranging-based node localization algorithm for WSN has low local-
ization accuracy and cannot meet the demand of real applications, a WSN node localization algorithm based on 
ranging optimization and graph optimization is proposed. Firstly, the data are processed using the Grubbs method 
and moving average smoothing-Gaussian hybrid filtering, then a Bessel function-based ranging model is estab-
lished, and finally, the graph optimization-based node localization algorithm is used to obtain an estimate of the 
unknown node position. The results of simulation experiments indicate that outliers can be effectively eliminat-
ed using the Grubbs method. The moving average smoothing-Gaussian hybrid filtering can effectively remove 
large jump values and obtain a set of stable and smooth data. Meanwhile, the Bessel function ranging model is 
constructed, which can fit the RSSI-distance curve better and obtain higher ranging accuracy. Besides, by using 
graph optimization to make full use of the inter-node distance observation data, an unknown node position es-
timation that minimizes the overall observation error is obtained. Compared with existing ranging schemes and 
localization algorithms, the algorithm proposed in this paper has significant improvement in both ranging and 
localization accuracy. However, this paper only considers the node localization of static targets in 3D space, and 
the application of the localization algorithm based on graph optimization to dynamic 3D node localization needs 
to be studied in future work.
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