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Abstract. The expansion of 5G and Internet of Things has laid a good foundation for the in-depth research 
of Internet of vehicles. Low frequency resources are scarce, and Internet of vehicles communication requires 
extremely high communication rate. Millimeter wave can meet the above two requirements, but its charac-
teristics and the complicated communication conditions of Internet of vehicles make it difficult to combine 
the two. Overcoming these problems and making beam tracking accurate and steady is a major challenge at 
present. In this paper, a new extended Kalman filter tracking algorithm is proposed for mmWave V2I scenar-
ios. On the basis of the original algorithm, a threshold prediction update mechanism is added. A new scheme 
is adopted, which takes position and velocity as tracking variables, and the tracking model is derived for the 
first time in MIMO 3D scenarios based on this scheme. The model considers the three-dimensional road con-
ditions, including the vehicle deflection motion and the millimeter wave link blocked by large vehicles, which 
is more suitable for practical application scenarios. The simulation results reveal that the position and velocity 
tracking scheme is superior to the angle and gain tracking scheme, and the tracking error of the proposed al-
gorithm is lower than that of the algorithms using similar state models. Based on the three-dimensional scene, 
it considers more realistic situations, and is more consistent with the kinematic characteristics of the vehicle 
and has more practical significance.

Keywords: multiple-input multiple-output, beam tracking, extended Kalman filter, internet of vehicles, milli-
meter wave 

1   Introduction

With the increasing of vehicle ownership, the carrying capacity of urban roads tends to be saturated, and the 
problems of traffic safety and travel efficiency become more and more prominent. With the expansion of Internet 
of Things (IoT) technology and continuous growth of car ownership, domestic and international scholars have 
drawn extensive attention to Internet of Vehicles (IoV). IoV links vehicles, networks and transportation facilities 
in the scene, effectively improving information interaction. Its core technology is Vehicle to Everything. With 
rich spectrum resources and high data rate, millimeter wave is very consistent with the needs of the IoV scenario, 
so it has become one of the powerful candidate technologies for the communication medium of the future IoV 
architecture [1, 2].

However, adverse effects of mmWave and complicated conditions of IoV have imposed many restrictions 
on the architecture of mmWave IoV [3-5]. Different from low-frequency signals, mmWave communication will 
produce higher propagation losses. The atmosphere and rain will also absorb mmWave signals, which further 
reduces the communication range of mmWave. Fortunately, mmWave small size antennas can construct Multiple 
Input Multiple Output (MIMO) antenna arrays, which can form directional beams through beamforming tech-
nology. This beam has strong directivity and high gain coefficient, which can offset the high transmission loss of 
mmWave to a certain extent. In addition, mmWave cannot penetrate most solid materials, and its transmission 
signal can only be transmitted at the Light of Sight (LOS). In the scenario of high mobility IoV, traffic connec-
tions are readily interrupted by obstructions, for instance, other vehicles and constructions. The high mobility of 
users in IoV scenarios will cause serious Doppler shift and frequent channel changes, which reduces the reliabili-
ty of transmission. Vehicle users in the IoV scenario need low communication delay under high speed movement. 
If the above problems cannot be properly overcome, the security of automatic driving and other functions will be 
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greatly reduced due to frequent link disconnection, and the frequent channel estimation will generate huge over-
head. Therefore, ensuring the continuity and accuracy of communication links requires beam tracking to reduce 
the probability of link disconnection and ensure effective communication.

The complex time-varying channel conditions of high-speed vehicle movement and the NLOS transmis-
sion and strong directivity characteristics of mmWave should be considered simultaneously in the research of 
mmWave IoV. Under the combined influence of the above conditions, it is one of the major challenges to imple-
ment accurate and steady beam tracking and guaranteed communication.

For a user who is moving at high speed, a training beam is sent during the communication to allow accurate 
tracking of its changing channel. Such data transmission scheme used to deal with such users with high mobility 
is usually called beam tracking [6-8]. Since the high directionality of the beam in mmWave MIMO system, the 
communication parties are easy to suffer from beam misalignment and communication interruption due to small 
device movement or environmental changes. Especially in the environment where the channel changes rapidly, 
frequent beam misalignment is easy to cause frequent beam access. Therefore, efficient beam tracking method is 
very important for mmWave communication in dynamic scenarios.

Beam tracking in millimeter wave communication can be generally divided into three categories [9-11]: (1) 
Beam tracking based on training; (2) Beam tracking based on dynamic filtering principle; (3) Beam tracking 
based on sensor fusion. Training-based beam tracking maintains beam alignment by regularly training the beam 
direction, which requires a high enough training frequency to cope with fast channel changes, so the system 
overhead is high. In beam tracking based on sensor fusion, various sensors (such as GPS) are generally used to 
sense the position information to assist tracking. However, for small communication devices with limited load 
and power consumption, this method has great limitations. In contrast, beam tracking based on dynamic filtering 
principle mainly uses iterative prediction method, which has less overhead and less limitations. However, it is 
easy to be affected by environmental mutation, and the tracking error will accumulate over time. This is also the 
tracking method that this paper focuses on.

Some commonly used filtering algorithms for dynamic systems are Kalman Filter (KF), Unscented Kalman 
Filter (UKF), Extended Kalman Filter (EKF), and Particle Filter (PF) [10], etc. These filter algorithms generally 
build the status model, and then estimate the state of the system in a discrete interval through the observation 
model to achieve the purpose of state tracking. 

The filtering scheme based on EKF is proposed in [12-15]. Reference [12] proposed an EKF filtering tracking 
algorithm based on second order Taylor expansion. This algorithm chooses the second order expansion instead 
of using the general first order expansion. In the case of improving the computational complexity and sacrific-
ing part of the delay, the beam tracking accuracy is improved. The subsequent experiments show that the mean 
square error (MSE) performance of the proposed algorithm is superior to the original EKF algorithm and PF al-
gorithm without increasing the computational complexity. All possible beam combinations are comprehensively 
scanned in [13], which is used to create the measurement matrix applied in EKF filtering. This method requires 
high pilot overhead to obtain the measurement matrix. This makes it difficult to take long measurements and 
track a rapidly changing environment. Moreover, the state model is based only on the angle and does not con-
sider the path gain. In [14], angle changes are tracked by a single measurement instead of the whole scan, thus 
reducing the overall overhead. Although the scheme of [14] reduces the number of beam scanning to a certain 
extent, for a highly nonlinear tracking system, the operation of EKF using the Jacobian matrix linearization sys-
tem is more complex, and the dynamic tracking performance is slightly poor. Reference [15] proposes a robust 
beam tracking strategy, which combines iterative optimization MSE and EKF principle, to solve the problem that 
the received signal quality drops sharply due to the angular deviation of the receiving and transmitting beams in 
the mobile mmWave communication scene. The algorithm uses EKF filter to track the angle and antenna gain, 
and then smoothed the tracking error based on the MMSE criterion to eliminate linearization error introduced by 
EKF linear approximation and reduce the beam tracking error in mobile environment. 

Reference [16, 17] carried out research work based on UKF. Reference [16] uses UKF to track the path angle 
and gain information in the channel. In [17], linear Gauss-Markov process was used to model the dynamic status 
space of the millimeter wave channel, and the beamformer based on UKF was designed. Theory and simulation 
verify that UKF can effectively bring better estimates than EKF given the initial channel estimates. However, 
the abnormal disturbance of the system makes the UKF tracking algorithm difficult to converge and affects the 
beam tracking process. A beam tracking method using PF is proposed in [18] to improve the tracking accuracy. 
Although the particle filter has high tracking accuracy, it brings huge system overhead and tracking time, so it is 
not suitable for beam tracking in the dynamic millimeter wave channel.

Most of the above papers adopt millimeter wave beam tracking model with tracking angle and gain. Reference 
[19] argues that the current status tracking model is unsuitable for millimeter wave vehicle communication. The 
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state model has nonlinear and non-additive noise, and the motion characteristics of the vehicle cannot be con-
sidered. It proves this point of view through calculation. It is shown that if angle is used as a state variable, the 
calculation of Jacobian matrix of EKF algorithm becomes very complicated and impractical. During the tracking 
process, the amount of angle change is nonlinear with respect to the angle, and since the assumed noise gener-
ated by the speed change is nonadditive, using angle as a state variable will greatly increase the computational 
complexity of the Jacobi matrix of the EKF algorithm. Therefore, the use of vehicle position and speed as state 
variables is more suitable for V2I communication scenarios, but there are still some limitations in the study of 
this model due to the difficulty of research. Therefore, this paper constructs a tracking model using position, 
speed and gain, and provides linear status models and additional noise suitable for this model. Verification shows 
that this method considers vehicle motion characteristics and improves beam tracking with lower complexity. 
However, this scheme is only based on the two-dimensional scene under MIMO, which is not in line with the 
actual application scenario. Reference [20] constructed a 3D scene model with position and speed as tracking 
variables, and used uplink detection signals to feed a small amount of vehicle information back to Road Side 
Unit (RSU) to predict the vehicle motion state in high mobility scenarios. Although 3D scene is discussed in this 
paper, considering the complexity, only MISO scene is discussed, which has certain limitations.

According to the above shortcomings, this paper carries out further research. The contributions of this paper 
are listed below:

(1) Using position and velocity as the state model for tracking is undoubtedly a relatively new way. However, 
as mentioned above, the current research on this tracking model still has limitations. In this paper, with position 
and velocity as the tracking variables, combined with the antenna model of MIMO, the beam tracking model in 
the 3D road scenario is derived.

(2) To be more consistent with actual scenarios and make researches more general, more realistic situations 
are considered. This paper considers the problem that communication links may be blocked by large vehicles in 
reality, and establishes a two-dimensional occlusion model to provide a simple solution. The angle deflection fac-
tor existing in the vehicle driving process is considered, which is more consistent with the actual motion of the 
vehicle in the 3D scene.

(3) The beam tracking procedure suitable for the new scheme in this paper is designed. An EKF beam track-
ing algorithm for mmWave V2I is proposed. In this procedure, better tracking performance can be obtained with 
lower overhead. The threshold prediction update method is used to limit the accumulated errors in the EKF algo-
rithm, and the state information fed back to the RSU is used for one-step prediction. The accumulated tracking 
errors are updated iteratively to enhance the accuracy of the algorithm and increase the effective tracking time.

The remainder of this paper is organized as follows. In Section 2, the system model is introduced. The scene is 
established, the scheme to suppress the occlusion effect is obtained by 2D modeling, and the transmission model 
is constructed. In Section 3, a new beam tracking procedure is designed, and the threshold prediction updated 
EKF algorithm based on the new state model is derived. In Section 4, the scheme is compared with other algo-
rithms and its performance under different conditions is studied. Section 5 summarizes the full paper.

Notation: A represents a matrix, a denotes a vector and a is a scalar. AT, A*, AH, A−1 and ||A||2 respectively de-
notes the transpose, conjugate, conjugate transpose, inverse and magnitude of A. |a| denotes the absolute value of 
a . E[•] is the expected value. IM is the M × M identity matrix. CN(m, σ2) means complex Gaussian random vari-
able with mean of m and covariance of σ2.

2   System Model

2.1   Scenario Model 

The scenario is assumed to be a one-way road with two lanes under the architecture of mmWave IoV, and the 
scenario model is shown in Fig. 1. This road segment is continuously covered by a single RSU, which can com-
municate with multiple vehicle users at the same time within the coverage area. 

To offset the high path loss of millimeter wave, MIMO arrays are set up for both RSU and vehicles. High gain 
directional beams can be generated by beamforming suitable for MIMO. Among them, the small-size millimeter 
wave antenna of the vehicle is placed on the top of the vehicle, which can obtain a larger signal receiving and 
transmitting range and reduce the occlusion problem caused by millimeter wave to a certain extent. After estab-
lishing the communication link between RSU and the vehicle, the beam tracking is carried out continuously in 
the downlink to ensure the stability of the communication link. The vehicle broadcasts state information such as 
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its position, speed and safety status to the range periodically. After obtaining the state information about the user, 
RSU can predict the user’s motion trajectory based on it, which further guarantees the steady beam tracking. In 
this case, if the link is disconnected due to an emergency, the channel can be re-estimated based on the informa-
tion of the last moment to re-establish the link.

Fig. 1. Scenario model

2.2   Occlusion Problem Suppression

Millimeter waves have blocking properties. It cannot penetrate most solid materials and can only transmit at LOS 
in most cases. In the actual road scenario, there may be a problem that large vehicles block the mmWave link of 
small vehicles traveling in the periphery due to the high height. To overcome this problem to a certain extent, a 
reasonable RSU height can be designed to avoid the occlusion caused by large vehicles. The simple plane occlu-
sion model can be built to calculate the height to be set for the RSU, as shown in Fig. 2.

h0

d0 d1

h1 h2

d2

Fig. 2. Plane geometric occlusion model

The 2D plane in the figure adopts the position with the smallest distance between large and small vehicles and 
RSU. In this case, the required RSU height is the highest in the RSU coverage area. The MIMO antenna used for 
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receiving and transmitting signals is placed in the center of the roof of the vehicle. To calculate the limit RSU 
height needed to achieve line-of-sight transmission, the position of the two vehicles close to each other is used 
for calculation.

RSU height is denoted as h0. The distance between RSU and road is set as d0. The lane width is set as d1. The 
height of the large vehicle is set as h1. The height and width of the small vehicle are respectively set as h2 and d2. 
According to the principle of triangle geometry, the relation is:

0 21 2

2 0 1 22 2
h hh h

d d d d
−−

=
+ +

. (1)

According to the size of vehicles in real life, d1 is generally 3.75 meters, d2 is generally 2 meters, h1 is general-
ly 3 meters, h2 is generally 1.5 meters. Based on this assumption, it can be further calculated that:

0 01.5 8.625h d= + . (2)

Only when the RSU is high enough, the mmWave link is not easily occluded. However, due to the limit of 
height and high path loss of mmWave, RSU should not be designed too high. Therefore, the design of RSU 
height needs to select the appropriate height according to the above equation, and the RSU can be considered to 
be placed on the top of the nearby building to reduce the construction cost.

2.3   Transmission Model

This paper focuses on the downlink V2I communication process. Because of the narrow beam, strong directivity 
and strong anti-jamming ability, the interference between the beams is very small. To simplify the model, the in-
fluence of other beams is assumed to be negligible, and the object of study can be reduced to a single RSU com-
municating with a single vehicle user. The research model is shown in Fig. 3. The coordinate system is construct-
ed with RSU as the origin, the vehicle’s forward direction as the x-axis, and the vertical direction of forward 
direction as the y-axis.

RSUh

1θ

2θ

ϕ

( ),x y
 

( )1 1,x y− − 

Fig. 3. Research model
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Most of the literature on mmWave channel is based on the hybrid precoding framework. Traditional MIMO 
arrays are usually fully digital. The antenna is assigned with exclusive RF chain, which is relatively expensive 
[21]. Massive MIMO antenna arrays have a significant number of antennas, which require a significant amount of 
RF chains. Due to the low cost, analog/digital hybrid architecture with low RF chain number has attracted much 
attention in the research community. The corresponding signal processing techniques need to be reconstructed 
for hybrid architectures to achieve great compromise between cost, overhead and transmission efficiency [22]. 
As mentioned above, MIMO systems can be built on the roof of the cars with the small size mmWave antennas. 
In this scenario, the hybrid beamforming architecture is applicable to both RSU and vehicular MIMO, and the 
scheme is displayed in Fig. 4.

Fig. 4. Hybrid beamforming scheme

Uniform Linear Array (ULA) is applied at both transmitting terminal and receiving terminal to meet the gen-
erality. The number of antennas at the receiving terminal is NR, the number at the transmitting terminal is NT 
similarly. Normally, the quantity of RF chain will not be larger than the number of antennas. For simplicity, the 
scheme is studied only for a single user. Therefore, it is supposed that there is only one RF chain at each node. In 
accordance with the hybrid beamforming framework, data symbol S is first precoded in baseband and RF through 
beamforming vector f at the transmitting terminal, and then received through beammerging vector w at the re-
ceiving terminal after conveying through the system channel. Beamforming vector and beammerging vector sat-
isfy ||f||2 = 1 and ||w||2 = 1.

Accordingly, the received signal is conveyed as:

H H H
AWGNr s s nρ ρ= + = +w H f w n w H f

     

. (3)

Where ρ
l

 is the average SNR, H
l

 is the channel matrix, and nAWGN is additive complex white Gaussian noise 
with mean 0. Since ||w||2 = 1, n

l

 obeys the identical element distribution of vector nAWGN. The average SNR is 
constructed as:

2 4

n

n

p
d
λρ
πσ

 
=  

 




. (4)

Where p represents transmission power, σ2
n represents noise power, λ denotes wavelength, d

l

 denotes the dis-
tance between RSU and vehicle, and n is the path loss index.

In addition to strong directivity, mmWave channels also have limited scattering and sparse low rank charac-
teristics. It is generally modeled by Saleh-Valenzuel millimeter wave channel model. To better fit the research 
scenario of this paper, the influence of multipath is not considered. The time-varying channel model is briefly 
written that:
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( ) ( )H
R Tθ β φ=H a a

   

. (5)

According to [23], when ULA is adopted, the antenna array of RSU can be adjusted to be parallel to the for-
ward direction of the vehicle, in which case the Angle of Arrival (AoA) and Angle of Departure (AoD) can be 
approximately equal, namely ϕ ≈ θ. According to this conclusion, the subsequent AoA and AoD are represented 
by ψ .

Then according to the above conclusion, in the channel model of millimeter wave band, the channel matrix 
may be denoted by function ψ

l

 that controls the beam orientation of the radio propagation path, namely H
l

 = 
H(ψ

l

). Substituting (5), which is uniformly represented by (ψ
l

), into (3), the downlink input-output expression at 
discrete time l is:

( ) ( )( )H H
R Tr s nρ ψ β ψ= +w a a f

 

     

. (6)

Where β
l

 is the channel gain coefficient, aR(ψ
l

), aT(ψ
l

) are the array response vectors.
According to [21], the gain coefficient can be expressed as:

22
1 1

cfj d j d
cd e d e
ππ

λβ β β− −= =
 

  

. (7)

Where 1dβ −


 represents the path loss of the channel with distance, β  represents the reference power gain at 
the distance of 1 meter, and 2πd

l

 / λ denotes the phase of the LOS path. Assuming that the RSU knows the refer-
ence power gain factor β , estimating the channel gain coefficient β

l

 is equivalent to estimating the distance d
l 

. 
The tracing model can be further simplified by relying on this conclusion.

The array response vectors of receiving terminal and transmitting terminal are expressed as aR(ψ
l

) and  aT(ψ
l

) 
respectively. Since ULA is adopted, it can be constructed as:

( ) ( )R
T1

R
R

1 1, , , j Nje e
N

ψψψ − =  a 





 . (8)

( ) ( )T
T1

T
T

1 1, , , j Nje e
N

ψψψ − =  a 





 . (9)

From the prediction, the transceiver will get the estimation of AoA and AoD. The orientation of the beam-
former is set as the estimated angle. By representing the orientation of the combiner and beamformer by ψ



, the 
directional beamformer can be represented as:

( ) ( )R
T1

R

1 1, , , j Nje e
N

ψψψ − =  w 





 .
(10)

( ) ( )T
T1

T

1 1, , , j Nje e
N

ψψψ − =  f 





 .
(11)

Finally, the observed signal can be represented as:

( ) ( ) ( ) ( )H H
R Tr s nρ β ψ ψ ψ ψ= +w a a f

       

. (12)

As shown in Fig. 3, the RSU height is represented by hRSU. At discrete time l, the coordinates of vehicles in 
the moving direction (x-axis) are x

l

. The coordinates of vehicles to roadside direction (y-axis) of the RSU side 
are y

l

. There is a certain deflection angle φ in the vehicle forward, which represents the possible direction devi-
ation in the vehicle driving process. The angle representing the beam direction in space is decomposed into the 
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azimuth angle of the horizontal plane and the pitch angle of the vertical plane, then the azimuth AoD and pitch 
AoD are respectively defined as:

( )
1

2 2 2
1sin x x yθ

−
= + . (13)

( ) ( )
1 1

2 2 2 2 22 2
2 RSUcos x y x y hθ

−
= + + + . (14)

Based on this scenario, ψ can be expressed by azimuth angle and pitch angle as:

( )
1

2 2 2 2
1 2 RSUsin cos x x y hψ π θ θ π

−
= = + + . (15)

3   Threshold Prediction Updated EKF Beam Tracking

3.1   Beam Tracking Procedure

Aiming at the problem of RSU downlink tracking vehicle users in mmWave IoV scenarios, this paper proposes 
an EKF algorithm based on threshold prediction update. The overall process of the beam tracking is displayed in 
Fig. 5. As described in the scenario model above, IoV users constantly broadcast their status information to RSU 
and users in the coverage area. Therefore, it can be considered that RSU can obtain the vehicle status information 
at the last moment in the algorithm. To highlight main study points, we suppose that the communication link has 
been established to facilitate the attention to the following beam tracking.

Initialization

AoA/AoD estimation

Set parameters

EKF beam tracking

Whether the 
communication path 

exists

Whether the 
communication is out 

of range

Whether the 
angle is within the 

threshold

One-step prediction

End

Y

N

Y

Y

N

N

Fig. 5. Flow chart of beam tracking process

The initialization of the parameters is performed first, and estimation of angles is performed to build the con-
nectivity, and constant beam tracking is then implemented using the EKF algorithm. There are five iterative steps 



41

Journal of Computers Vol. 35 No. 1, February 2024

in the EKF process, with the predictive process in the first two steps and the corrective procedure in the subse-
quent three steps. The fundamental concept is to neutralize the nonlinear system by Taylor expansion and then 
apply KF. The shortcoming is that linearization generates a consequent accumulation of linear errors. Vehicle 
users are limited by roads, transportation situations and transportation regulations in IoV scenarios, and the ve-
hicle movement trajectories are somewhat regulated and easy to predict, making the EKF can be well applied 
in this scenario. The EKF algorithm can realize two kinds of accuracy estimation: first-order Taylor expansion 
and second-order Taylor expansion. Higher-order expansions have greater precision, but also larger complexity. 
Given the demand for low latency in the IoV scenario, we adopt only the first-order Taylor expansion method 
to perform the estimation for the sake of reducing the computational complexity. Since the EKF algorithm ap-
proaches a nonlinear procedure to a linear one for estimation, estimation errors will inevitably be generated. With 
the advance of time, this error will be rapidly accumulated, which will lead to the decrease of tracking accuracy, 
resulting in a sharp decline in tracking accuracy or even break in communication. Hence, a check system needs 
to be added to keep correcting the beam orientation.  Firstly, it detects whether the path exists or not at regular 
intervals. If the path doesn’t exist then check whether the user has left the coverage area of the RSU. If yes then 
end the communication of this RSU, otherwise re-estimate and establish a new link. In case the path is existing, 
the beam angle is checked to see if the beam angle is inside the pre-defined threshold. If within the scope then 
EKF beam tracking is continued. Otherwise, it will use the known information to make one-step prediction, cor-
rect the tracking variable, and then carry out EKF beam tracking. Normally, the range of threshold values should 
make the absolute difference in beam angle smaller or equal to half beam width. This ensures excellent transmis-
sion performance and allows room for beam adjustment. It does not accumulate a lot of errors during the beam 
adjustment process and lead to disconnected communication. The consistency and reliability of the beam track-
ing can be better guaranteed under this circumstance.

3.2   EKF Beam Tracking

This section describes complete steps of EKF beam tracking step in Fig. 5. The position coordinates x
l

 , y
l

 and 
velocity v

l

 at discrete time 
l

 are used as tracking objects. The status observation vector t
l

 is given by:

[ ]T, ,x y v=t
   

. (16)

It should be noted that the state observation vector t0 = [x0, y0, v0]
T at the initial time is regarded as having been 

acquired by the RSU.
The state space equation of the system can be expressed as:

1 1= − −+t St w
  

. (17)

This equation represents the actual change of the state observation vector, where w
l
−1 ~ CN(0, Qω) represents 

noise motivation vector on discrete time 
l 

− 1. According to the change model of state variables, the state transi-
tion matrix S can be expressed as:

1 0 cos
0 1 sin
0 0 1

s

s

T
T

ϕ
ϕ

 
 =  
  

S . (18)

The process noise matrix Qω in the noise excitation vector is denoted as:

2 2 2 2 2 2 2cos , sin ,s sdiag T Tω ω ω ωσ ϕ σ ϕ σ =  Q . (19)

Where φ is the vehicle deflection angle. Considering the actual situation, its value range is [−π/2, π/2], Ts is the 
step in discrete time 

l

, and σ2
ω is the variance of the error parameter.

Taking the received signal r
l

 as the system measurement equation, (12) can be re-expressed as:
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( )r nψ= +h
  

. (20)

In actual calculation, the real and imaginary parts need to be calculated separately, so (20) can be rewritten as:

 ( ) ψ= +r h n
 



 . (21)

All the variables included in (21) are expressed in real field as;

T
,re imr r =  r



 

 . (22)

 ( ) ( ) ( ) T
,re imψ ψ ψ =  h h h

  

. (23)



T
,re imn n =  n



 

. (24)

The real and imaginary parts of the array response vector contained in (23) are respectively given by:

( ) ( ) ( ) ( )( ) T
cos 0 ,cos , ,cos 1re

R RNψ ψ ψ = − a
  

 . (25)

( ) ( ) ( ) ( )( ) T
sin 0 ,sin , ,sin 1

R

im
RNψ ψ ψ = − a

  

 . (26)

( ) ( ) ( ) ( )( ) T
cos 0 ,cos , ,cos 1re

T TNψ ψ ψ = − a
  

 . (27)

( ) ( ) ( ) ( )( ) T
sin 0 ,sin , ,sin 1

T

im
TNψ ψ ψ = − a

  

 . (28)

The detection process is linearized in order to carry out the EKF filtering process. According to (15), the func-
tion ψ

l

 of beam direction is given as a function related to state vector at the moment of l, namely:

( ) ( )
1

2 2 2 2
RSUx x y h gψ π

−
= + + t

    



. (29)

In this case, (21) can be reformulated into:

 ( )( ) g= +r h t n
 



 . (30)

Then the received signal can be approximated by the predicted state vector | 1
ˆ

−t
 

 at time l through the first-or-
der Taylor series, which is denoted as:

( )( )| 1 | 1
ˆg − −+r h Gt

    




 ( )| 1

ˆ
−− +nt t

   

 . (31)

Where | 1
ˆ

−t
 

 is the estimated value of the observation vector t
l

 at time 
l

 − 1,  ( )( )| 1
ˆg −h t
 

 is the predicted val-

ue of the Kalman state, | 1−G
 

  is the Jacobian matrix of the channel matrix, expressed as:
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( )( ) ( )( )
( )( ) ( )| 1

| 1 | 1
| 1

| 1

ˆ
ˆ

ˆ ˆ

re

im

gg
g

g

−

− −
−

−

 ∂  = =  =∂
  

h th t
G t

t tt h t

 

   

 

 









. (32)

The terms in (32) are respectively expressed as:

( ) ( )re
re ψ
ψ

ψ ψψ
∂

=∂
h

h






 . (33)

( ) ( )im
im ψ
ψ

ψ ψψ
∂

=∂
h

h






 . (34)

( )| 1
ˆg −t
 




2 2
| 1ˆ[ ,RSUy hπ − +
  | 1x̂ −−

  | 1ŷ − 

2 2
| 1ˆ, cos ( )]RSU sy h Tϕ − +
 

   
.

          2
| 1ˆ(x − 

2
| 1ŷ − 

+
3

2 2)RSUh
(35)

Equation (35) can be approximated by the following process that:

( ) ( ) ( ) ( )
[ ]T

, ,
, ,

g g g g
x y v x y v

∂ ∂ ∂ ∂ 
=  ∂ ∂ ∂ ∂ = 

t t t t
t t

. (36)

The approximated received signal, namely (31), is expanded as:

| 1− +r G t


  






 ( )( )| 1
ˆg −h t
  | 1−−G

 



| 1
ˆ

− +t
 

n


. (37)

In general, there are mainly five iterative steps in the EKF procedure, with the predictive procedure in the first 
two steps and the corrective procedure in the subsequent three steps. The nonlinear system is first approximated 
linearly and then processed using KF theory. The details are as follows:

1) State Prediction 

| 1
ˆ

−t
 

= 1| 1
ˆ

− −St
 

. (38)

Where, S represents the status transfer matrix in (17).
2) Calculation of Prior Covariance Matrix 

T
| 1 1| 1 ω− − −= +P SP S Q
   

. (39)

Where, the covariance matrix at time 0 is initialized as ( )2 T
0|0 0 0εσ=P t t , σ 2

ε is the variance of the initial feed-
back error parameter, and process noise matrix Qω is shown in (19).

3) Kalman Gain Matrix Update 

1
T T 2

| 1 | 1 | 1 | 1 | 1 2ρ

−

− − − − −

 
= + 

 

IK P G G P G
          



   . (40)

Where, K
l

 is the Kalman gain matrix in the KF process, and I is the identity matrix.
4) Update the Posterior Estimate of System State 
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|t̂
 

 = | 1
ˆ

−t
 

 + K


( r


  − h (g( | 1
ˆ

−t
 

))). (41)

The result of this equation is the estimated value of the system we require, containing user coordinate and ve-
locity information of the predicted discrete time l.

5) Update the Posterior Covariance Matrix 

( )| 3 | 1 | 1− −= −P I K G P
      

 . (42)

At this point, one iteration is complete, the parameters are updated to start a new round of iterations. However, 
because the EKF algorithm approximates the nonlinear systems as linear systems, each round of iterations will 
introduce a certain error. The error will accumulate with increasing number of iterations Therefore, it is essential 
to introduce a detecting mechanism to rectify the tracking process to limit this situation, increase the persistence 
and accuracy of beam tracking, and avoid the huge overhead caused by frequent channel estimation caused by 
poor communication quality or link disconnection.

As mentioned above, the half-beam width is used as the adjustment threshold, and the beam width is generally 
expressed as:

0.886BW
Md

λ
= . (43)

Where λ indicates the signal wavelength, M represents the number of array elements, and d is the distance 
between adjacent antenna elements. It is worth noting that the antenna interval is generally set as d = λ/ 2 in the 
MIMO system.

According to (15), the state vector iterated by EKF algorithm is used to calculate the pointing angle ψ̂


. If it 
exceeds the threshold, that is:

ˆ 2BWψ ψ− ≥
 

. (44)

Then the state information at the previous time is used for one-step prediction:

| 1 1ˆ cossx x v T ϕ− −= +
   

. (45)

| 1 1ˆ sinsy y v T ϕ− −= +
   

. (46)

| 1v̂ v −=
  

. (47)

At the end of each iteration, the detection mechanism is introduced to correct the state variable beyond the 
threshold to the above value, and then the next round of EKF iteration is carried out.

4   Simulation

This chapter presents a simulation analysis of the beam tracking algorithm in the 3D scene proposed in this pa-
per. The MSE is used as the performance index of tracking error. The tracking performance difference between 
the proposed algorithm and other existing algorithms and the performance of the proposed algorithm in various 
conditions are compared. The ULA-based MIMO system is adopted, and the default antenna interval is d = λ/ 2 . 
Consider the system with center frequency fc = 28GHz and bandwidth B = 20MHz. Based on this, the noise pow-
er over a given bandwidth can be calculated as:

2 6174 10lg(20 10 ) 101dBmnσ = − + × − . (48)
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Given that the path loss index as n = 2, the time slot period size as Ts = 10ms, the initial position coordinate 
of the vehicle is initialized to (−50m, 8.5m), and the RSU height is set as hRSU = 20m. Assuming that the error 
parameter follows Gaussian distribution, the standard deviation of the error parameter is given as σω = 10−1.5. 
Similarly, the standard deviation of the initial feedback error parameter is given as σε = 10−1.5. The reference pow-
er gain factor was normalized to β͂  = 1. If there is no special comparison, the default antenna number for both 
transmitter and receiver is 16, the transmission power is −20dBm, the deflection angle of vehicle motion is π/27, 
and the initial velocity of vehicle motion is 10m/s. Table 1 lists the preceding public simulation parameters.

Table 1. Simulation parameters

Parameter Value
fc 28GHz
B 20MHz
σ 2

n −101dBm
n 2
Ts 10ms

(x0, y0) (−50m, 8.5m)
hRSU 20m
σω 10−1.5

σε 10−1.5

β͂ 1
NT 16
NR 16
p −20dBm
φ π/27

v0 10m/s

Fig. 6 compares the tracking MSE of the algorithm in [14] and [19] with the algorithm in this paper. The meth-
od in [14] is the EKF algorithm of half-beam threshold adjustment based on the angle and gain tracking model. 
Reference [19] is an EKF algorithm in two-dimensional scenarios with distance, speed and gain as tracking vari-
ables. Due to the different tracking models adopted, in order to visually observe their MSE performance gap, the 
tracking coordinates in this paper are converted into beam angles, and then compared with these two algorithms. 
As shown in Fig. 6, the tracking errors of several algorithms are gradually increasing. This is because of the inev-
itable linearization error introduced in the EKF algorithm, which is continuously accumulated with each round of 
iteration. The tracking error of the scheme in [14] is the largest, which further validates the view in [19] that the 
new state evolution and observation model based on position and velocity is more practical for V2I communica-
tion. Compared with the other two algorithms in the figure, the simulation curve MSE of the proposed algorithm 
is lower, the tracking accuracy is higher, and the stable communication time is longer.

Fig. 6. Performance comparison of several tracking algorithms
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Fig. 7 compares the MSE performance of the x-coordinate with that of the y-coordinate for the simulation. It 
can be seen that the MSE of the y-coordinate is much smaller than that of the x-coordinate, and the initial error 
of the y-coordinate is also lower, and the MSE performance of both tends to smooth out as the number of itera-
tion rounds increases. And the tracking error of y-coordinate increases more slowly in the late iteration to time. 
This is because the main forward direction of the vehicle is the x-axis direction, and the movement on the y-axis 
is due to the presence of a deflection of the travel direction, but this movement is smaller, resulting in a much 
smaller tracking error in the y-coordinate than in the x-coordinate. In addition, it is worth mentioning that in Fig. 
7 compared with Fig. 6, it can be clearly observed that the MSE reflected on the coordinates under the same algo-
rithm is larger than that reflected on the angles. this is because the MSE of the angles will not be equally reflect-
ed on the coordinates, although the angular deviation is smaller, but we can know from the geometric principle 
that the same angular deviation, with the increase of the mapping distance, the more deviation will be fed back to 
the coordinates the deviation of the same angle will be larger as the mapping distance increases. The higher the 
height of the RSU, the greater the distance between the transceiver and the transmitter, so that the smaller angu-
lar error is reflected in the coordinates. For the sake of simplicity and intuition of the subsequent simulation, only 
the x-coordinate, which has a larger tracking error and is the main forward direction, is used for the next simula-
tion.

Fig. 7. Performance comparison of tracking algorithm between x coordinate and y coordinate

Fig. 8 compares the MSE performance of the algorithms in this paper over time under different antenna num-
bers. It is observed from the figure that, with different number of antennas, the MSE shows an increasing trend 
with the advance of time. That is because of the accumulated error brought by the EKF algorithm linearizing the 
nonlinear system in each round of iterations.  The comparison shows that the tracking error is larger when the 
number of antennas is 8 and smaller when the number of antennas is 32. That is, a larger number of antennas 
will have a smaller tracking error. This conforms to the law that the more antennas, the more reliable the com-
munication beam. However, it is important to note that the larger the number of antennas, the better. The increase 
in the number of antennas on the one hand will increase the cost of the device, on the other hand will make the 
beamwidth of the beamforming narrower. The narrower the beam is also more difficult to align in practice, and 
a slight Angle deviation may lead to a sharp decline in communication performance. Therefore, the selection of 
the number of antennas at the receiving and sending end needs to proceed from the actual situation, and select a 
proper compromise number.

Fig. 9 compares the influence of different transmission power on the algorithm in this paper, and the transmis-
sion power is p in (4). By analyzing the curves in the figure, it can be seen that different transmission power still 
conforms to the increasing trend of error accumulation of EKF algorithm, and the higher the transmission power, 
the smaller the tracking error. The two curves with transmission power of -40dBm and -60dBm almost coincide. 
After amplification, it can be observed that the curve with transmission power of -60dBm has a large tracking 
error, which conforms to the above law. The difference between the two is small because the transmission power 
of the two is already small, and the influence of noise is relatively close. According to (4), it can be seen that the 



47

Journal of Computers Vol. 35 No. 1, February 2024

two transmission powers have close SNR. The effect shown in this simulation diagram conforms to the basic 
physical law that the larger the SNR, the smaller the tracking error.

Fig. 8. Performance comparison of tracking algorithm with different number of antennas

Fig. 9. Performance comparison of tracking algorithm with under different transmission power

The tracking error curves for the three deflection angles almost coincide with each other in Fig. 10. The rea-
sons for this situation have been mentioned above. The deflection angles applied here are small, and the main 
direction of travel is the x-axis. Only a slight deflection in the driving direction is considered, so the influence of 
different deflection angles on the tracking error is very small. After enlarging the curve locally, it can be observed 
that the larger the deflection angle is, the smaller the tracking error will be. The smaller the deflection angle is, 
the larger the tracking error will be. This is because with the same forward speed, the larger the deflection angle, 
the smaller the speed component in x-axis orientation, and the smaller the tracking error. The smaller the deflec-
tion angle, the larger the speed component in x-axis orientation, and the larger the tracking error. This is consis-
tent with the physics law that the faster the speed, the worse the tracking effect. It should be noted that the law of 
the deflection angle reflected in the tracking error is opposite to the x-axis direction in the y-axis direction. When 
the deflection angle is large, the velocity component on the y-axis will be larger and the tracking error will be 
larger. When the deflection angle is small, the velocity component on the y-axis will be smaller and the tracking 
error will be smaller.
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Fig. 10. Performance comparison of tracking algorithm under different deflection angles

Fig. 11 compares the tracking error at different initial velocities. It can be seen that when the speed is          
5m/s, 10m/s, 15m/s, it is consistent with the performance that the faster the speed is, the larger the tracking error 
is, and the faster the movement speed is, the more difficult it is to improve the tracking. But when the speed is 
20m/s, 25m/s, the tracking error instead tends to slow down the growth or even decrease after a certain time, and 
the trend of decrease is greater on the side of greater speed. This is because the speed is faster, and in this sim-
ulation the vehicle user approaches the RSU at a higher speed, and the spatial distance from the RSU is smaller 
in the same time compared to the slower speed. According to equation (4), a smaller spatial distance will have a 
higher SNR, and the increasing SNR will suppress or even reduce the tracking error as the vehicle approaches the 
RSU quickly. As mentioned earlier, the tracking error of the coordinates is also affected by the distance between 
the user and the RSU, the closer the distance to the RSU the higher the SNR will be, and the coordinates will 
have a smaller MSE. and if the RSU height is lower, with the further reduction of the spatial distance between 
the transceiver and the transmitter SNR will further increase, then the lower speed will also show a tendency to 
decrease the error earlier. In contrast, if the vehicle is not heading towards the RSU but away from it, a greater 
travel speed will conversely give the user a greater estimation error.

Fig. 11. Performance comparison of tracking algorithms with different initial velocities
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5   Conclusion

This paper proposes an EKF-based tracking algorithm with threshold prediction update is proposed for the mil-
limeter wave IoV scenario to implement constant and reliable beam tracking by overcoming the complicated 
channel conditions and the limitations arising from millimeter wave features. Due to the high complexity, in-
applicability and incompatibility of the classical state model of gain and angle tracking to the mmWave IoV, a 
state tracking model based on vehicle position coordinates and velocity is adopted, and the occlusion effect and 
driving angle deflection are comprehensively considered. The 3D system model based on MIMO is derived and 
implemented, and the performance of the algorithm under the system model is simulated with MSE as the per-
formance index. The simulation results demonstrate that the proposed algorithm has better performance than the 
tracking algorithm with angle and gain, with lower tracking error than existing algorithms, and can implement 
constant and steady beam tracking. Moreover, compared with the position velocity model discussed only in the 
2D case, it considers possible realistic situations, and has more practical significance. Nevertheless, this paper 
doesn’t consider the situation of antenna arrays that may be used besides the ULA and the actual road conditions 
of the vehicle driving on the slope. The subsequent work can be further studied for the contents mentioned above.
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