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Abstract: Geospatial knowledge in massive academic papers can provide knowledge services such as loca-
tion-based research hotspot analysis, spatio-temporal data aggregation, research results recommendation, etc. 
However, geospatial knowledge often exists implicitly in literature resources in unstructured form, which is 
difficult to be directly accessed and mined and utilized for rapid production of massive thematic maps. In this 
paper, we take the geospatial knowledge of the area studied as an example and introduce its extraction meth-
od in detail. An integrated feature template matching and random forest classification algorithm is proposed 
for accurately identifying research areas from the abstract texts of academic papers and producing thematic 
maps. Firstly, the precise recognition of geographical names is achieved step by step based on BiLSTM-CRF 
algorithm and improved heuristic disambiguation method; then, the area studied is extracted by the designed 
integrated feature recognition template of area studied using random forest classification algorithm, and a fast 
thematic map is designed for the knowledge of area studied, topic and literature. The experimental results 
show that the area studied recognition accuracy can reach 97%, the F-value is 96%, and the recall rate reaches 
96%, achieving high accuracy and high efficiency of area studied extraction in text. Based on the geospatial 
knowledge, the thematic map can achieve the effect of fast map formation and accurate expression.

Keywords: area studied, BLFR model, BI-LSTM-CRF, improved heuristic disambiguation method, feature 
template, random forest

1   Introduction

Journal papers are one of the important carriers of knowledge of various disciplines in various fields, and they 
contain excellent research ideas, theories and achievements of scholars, which are the most cutting-edge, au-
thoritative and accessible knowledge resources in various research fields, and contain many professional core 
knowledge including research problems, algorithmic models and other knowledge types [1]. More than 80% of 
all kinds of information involved in the field of mapping and geographic information are related to geospatial 
location, and geospatial knowledge is the main body for constructing geographic knowledge graph; therefore, 
geospatial knowledge is an important component for constructing geographic knowledge system oriented to the 
field of mapping and geographic information at present. According to different needs, geospatial knowledge in 
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literature can be divided into types such as sampling area and area studied in which scientific research activities 
are located.

Area studied is a key kind of geospatial knowledge in journal papers, which refers to the area or geographical 
area selected by the authors of the papers for the scientific research theme in the process of scientific research and 
applicable to the research purposes such as data collection, experimental examination and result verification. It 
contains not only spatial location information, which corresponds to the coordinate interval on the map; but also 
semantic information, which indicates the geographical scope of the paper research. If the area studied in litera-
ture can be extracted and gathered, it is possible to provide users with knowledge services such as hotspot area 
discovery and location-based spatial data recommendation through statistical analysis and association rule min-
ing. Therefore, as an important basic geographic knowledge, the extraction technology of area studied has shown 
important research value and broad application prospects [2]. Cartography integrates various types of geographic 
knowledge on a map to make it spatially presented, and the combination of knowledge and map outputs effective 
information in a more intuitive way, which facilitates information acquisition and instant analysis.

In the construction of digital cities, geospatial knowledge services are needed to provide geospatial knowledge 
on spatial patterns, distribution differences, spatial and temporal patterns, attribution mechanisms, etc. of terrain 
and features to support planning, management and decision-making studies [3]. The massive literature resources 
are one of the important carriers of geospatial knowledge. However, area studied knowledge based on massive 
literature is still relatively rare, and there exists the phenomenon that area studied knowledge is hard to find and 
cannot meet users’ demand for geospatial knowledge services. The reason for this is that area studied mostly 
exists implicitly in unstructured form in various kinds of books, journal papers, dissertations, science and tech-
nology reports, patent descriptions and other literature resources, and the area studied knowledge contained in 
the literature carriers can neither be extracted and used systematically by automation nor managed by human in 
a very convenient way, which means that it is difficult to capture, share and reuse these knowledge, and restricts 
the This means that such knowledge is difficult to be captured, shared and reused, which restricts the full play of 
the role of such basic geographic data information. Therefore, there is an urgent need to break through the effi-
cient and accurate extraction technology of area studied, and provide the necessary data foundation and technical 
support for the production, transformation, sharing and application of area studied knowledge. On the basis of 
knowledge extraction, the knowledge is exported in the form of maps, and the mapping method has a direct im-
pact on the presentation, organization and use of knowledge, and the exploration of mapping expression will also 
be a work of this paper.

2   Related Work

2.1   Concept Definition

Area studied is a kind of geospatial knowledge key in the literature, which refers to the area or geographical 
range selected by the author of a thesis for the research topic in the process of scientific research and suitable 
for research purposes such as data collection, experimental examination and result verification. It not only con-
tains spatial location information, corresponding to the coordinate interval on the map; it also contains semantic 
information, indicating the geographic scope of the paper’s research, and implicitly contains the information of 
the place name. Presented in the abstract text as a place name, it is one or more of the extracted place names that 
express the semantics of the area studied.

Take the abstract of the article “Chemical Analysis of a Dust Event in Beijing”, “In this paper, a chemical 
analysis was carried out by taking a dust event in Beijing in the spring of 2000 as an example. According to the 
backward trajectory analysis, this weather process originated in southern Mongolia, crossed central and western 
Inner Mongolia, raised dust and sand by high winds, and then entered Beijing from the northwest, filling the yel-
low soil...” as an example.

It contains four place names, “Beijing, Mongolia, Inner Mongolia, and Beijing”. A place name is a textual 
identifier that people give to a physical or human geographic entity in a specific spatial location. The area studied 
is only “Beijing”. The area studied is a place name in its own structure, but the area studied is a special type of 
place name with a unique semantic meaning, which is a subset of the set of place names.

In addition to defining the area studied and its task, the relationship between the area studied and the place 
name, and the issue of area studied features also need to be discussed.
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1) The problem of place name disambiguation. For the place names identified from the text, semantic parsing 
is needed, i.e., to determine the unique geographical location of the link, to achieve the correspondence between 
the name and the location of the place name, and to complete the accurate recognition of the place name. For ex-
ample, in the sentence, “..., and the effluent from Daxing sewage and chemical plants along the historical Liang 
Shui and North Canal are the main contributors to soil Hg contamination in the area studied...”, there are three 
“Daxing” in the country, belonging to Beijing, Liaoning, and Inner Mongolia, respectively. Therefore, “Daxing” 
is an ambiguous place name.

2) The problem of feature template for area studied recognition. The features of the area studied are the key 
signs that distinguish the area studied from other place names in the text with special significance. The scientific 
and reasonable design of area studied feature template can be used to improve the accuracy of distinguishing area 
studied from non-area studied. The selection of area studied feature templates needs to be developed by consid-
ering the area studied contextual information and location, and combining the area studied itself with the features 
of the abstract text.

2.2  Related Research

Geospatial knowledge includes place name knowledge, geomorphic knowledge, and declarative knowledge [1].. 
Three major types of methods have been developed for place name recognition. It has been relatively mature, 
and the effect in recognition accuracy and efficiency can meet the requirements of the basic work of this paper 
[4], however, there is data dependence and lack of effective integration in geographic name disambiguation. 
And the research on the extraction of area studied knowledge as one of the important components of geospatial 
knowledge is still rare, while the extraction of geospatial knowledge in a broad sense needs to distinguish geo-
spatial knowledge from other contents of the text on the basis of accurate recognition of geographical locations, 
including three parts of work: semantic disambiguation, geospatial knowledge extraction and mapping.

Place name disambiguation is the process of assigning unique geographical locations to place names. There 
are two main approaches for place name disambiguation: the data-driven approach and the heuristic rule ap-
proach [5]. The data-driven approach mainly contains statistical methods for co-occurrence of place names [6] 

and machine learning classification methods [7]. The data-driven approach is less used in the field of place name 
disambiguation because they lack sufficient size of training datasets and do not consider unregistered words. The 
heuristic rule approach first identifies all place names and their corresponding geographic locations from the text 
to form a set of candidate locations, and then designs a series of heuristic rules to select a unique geographic 
location from the set of candidate locations using a priori knowledge and text context. This method is consistent 
with the idea of understanding spatio-temporal semantics in texts, and has become the mainstream method in the 
field of place name disambiguation at home and abroad. The heuristic rule approach mainly uses maps [8], ex-
ternal resources [9], semantics [10], cognitive salience [11], a library of conceptual relationships of place names 
[12] and geographic relatedness [13] to construct rules that are used to inspire contextual semantics, so as to de-
termine the unique linguistic meaning for the referred place names and thus perform place name disambiguation. 
Although constructing rules from different perspectives can eliminate the ambiguity of geographical names to 
a certain extent, it has the limitation that each rule is highly targeted and the focus of disambiguation is poorly 
correlated in scope. If the distribution characteristics of place names can be extracted from multiple sources of 
data and integrated with multiple methods for disambiguation, the disambiguation effect can be improved more 
comprehensively.

Area studied knowledge is one of the important components of geospatial knowledge. The methods of geo-
spatial knowledge extraction can be divided into geographic markup-level recognition method, literature-level 
recognition method and event-level recognition method. Geographic markup-level recognition method infer geo-
graphic locations from mentioned place names [14]. Literature-level recognition method are used to infer a single 
geographic focus from literature. These two conventional geographic knowledge recognition methods have not 
yet adequately handled multiple geographic knowledge of events mentioned in literature, and at both resolutions, 
their resolution range is either at the place name level or at the literature level. But literature containing multiple 
events or an event containing multiple locations, both of which are common in the corpus. Event-level recogni-
tion methods are able to detect multiple precise location coordinates of events that may be described in the text. 
Dewandaru pointed out that the method starts with either place name recognition or geographic markup, fol-
lowed by an event detection, often called event encoding step, and finally a place name detection step, usually as 
independent modules [15]. LDC proposed a new implementation of geographic event recognition based on ACE 
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model, which tightly combines event extraction and place name resolution. And place name resolution are usual-
ly handled separately [16]. The model decomposes events into triggers, related entities, parsed (fixed) locations 
and their semantic role parameters, especially numeric parameters. The model treats geographic markup and 
event extraction as sequence labeling tasks, so it uses LSTM-CRF neural network, the state-of-the-art sequence 
labeling model, as a statistical method. Profile, a geographic event detector, identifies and detects event locations 
and therefore has an event-level resolution range [17]. It uses an SVM classifier to distinguish between focus-lo-
cated and non-focus-located entities. However, it is based on the rather strong assumption that there is only one 
main event in the literature and, therefore, only one geographic focus location for that event. This limitation 
prevents Profile from handling literature containing multiple events or an event containing multiple locations, 
both of which are common in the corpus, and another dataset confirms this situation as a common observation 

[18]. The Mordecai geographic event detector is probably the only one that explicitly defines the concept of an 
event and enforces the event (possibly several) with its location linked geographic event detectors [19]. It defines 
the geographic event paradigm, where literature can consist of multiple events, each of which can have multiple 
locations. However, although Mordecai represents a model of events and a way to geographically locate them, it 
does not model semantic actors and their parameters. Therefore, the ability to detect events depends only on the 
features used by the model, i.e., lexical (POS) labeling, pre-training, dependency on tags, and directed distance 
of words from tags [20]. It is effective on the political dataset trained by Mordecai, but may not be sufficient for 
a broader domain. Since Mordecai is not open source it cannot be compared for validation, but it does not use a 
place name disambiguation algorithm, which makes it vulnerable to place name ambiguity.

The interest of the field of geography in cyberspace mapping originated from the concern of space and dis-
tance [21-22]. Dodge was one of the early researchers who studied cyberspace mapping more systematically and 
consistently [23], especially his cyberspace atlas co-authored with Kitchen, which very comprehensively covers 
conventional cyber infrastructure maps and information space maps produced using abstract mapping meth-
ods. The objective and mathematical characteristics of cartography in the digital era [24], Zhilin Li proposed a 
“scale-driven, spatially-first” objective synthesis paradigm based on the laws of nature and a corresponding algo-
rithm based on raster algebra [25]. P. Raposo evaluated this scale driven theory based on the “laws of nature” as 
“really suitable for map mapping” [26]. Jiang et al. proposed that a cyberspace map is a map that visualizes many 
aspects of cyberspace, such as the physical location of cyberspace and the status of traffic [27]. Yufen Chen no-
ticed cyberspace mapping earlier and wrote an article about it [28]. Jun Gao focused on virtual reality technology 
for cyberspace mapping [29]. In recent years, Chun-Dong Gao et al [30] sorted out the current situation related 
to cyberspace mapping at home and abroad from the perspective of cyberspace geography. Tinghua Ai repeated-
ly proposed that cyberspace mapping is one of the emerging directions in the development of cartography [31]. 
Geospatial knowledge, as unstructured text data, is mainly displayed in the form of knowledge graphs, and the 
cartographic output lacks spatial representation, so this paper makes a new exploration on the cyberspace map-
ping of geospatial knowledge.

To address the above problems, this paper proposes a feature-template matching algorithm based on feature 
templates for accurate recognition of area studied and production of thematic maps from the abstract texts of 
academic papers. The main solution idea is to first extract all the place names in the text, disambiguate the am-
biguous ones, determine the features of the area studied by comprehensive analysis, select a classifier with stron-
ger generalization and better adaptation, and then construct a classifier to distinguish the area studied from the 
non-area studied by using the feature values of the place names as input, so as to extract the area studied of the 
text. The extracted area studied and other literature knowledge are used for thematic map design. This study aims 
to provide methodological support for the extraction of area studied of abstract texts and to provide a new per-
spective for research related to the extraction and use of geospatial knowledge, thus improving the convenience 
and utilization of geospatial knowledge applications.

3   Methods

Faced with the problem that area studied exist in unstructured form and are difficult to be extracted and utilized 
efficiently, the core of this paper is how to automatically extract area studied in literature with high accuracy. In 
this paper, we integrate a feature mining algorithm based on feature template matching and a classification algo-
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rithm based on random forest. The model first preprocesses the text and realizes the extraction of place names in 
literature abstracts through common third-party tools, including linking the corresponding geographic locations 
for place names based on an improved heuristic disambiguation method to eliminate the ambiguous expressions 
of place names; then, on the basis of accurate recognition of place names, the feature templates of area studied 
are constructed to significantly distinguish their differences from other contents in the text, and the random forest 
classification algorithm is combined to extract. Then, we construct a knowledge graph and finally output a the-
matic map. This paper contains three parts: disambiguation, area studied recognition, and mapping. The model 
structure is shown in Fig. 1.

Fig. 1. Structure of the paper

3.1   Place Name Disambiguation

Although the place names have been extracted in advance by the tool, the ambiguity caused by the homonymy of 
place names can reduce the usefulness of the extraction results under the current situation of place name naming. 
In addition, the affiliation between the names is a factor to be considered in the construction of the area studied 
features. Therefore, this paper proposes an improved heuristic disambiguation method based on the place name 
knowledge graph. The entity type of the place name knowledge graph constructed in this paper is place name, 
and the place name disambiguation algorithm is shown in Fig. 2.
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Fig. 2. Geographical name disambiguation

For the identified set of place names, matching retrieval is performed in the place name knowledge graph. 
In this paper, a 4-level place name knowledge graph is used, which is composed of 4 levels: provincial, city, 
county, township (town), and becomes the knowledge source for place name disambiguation. If a place name 
can be precisely located in the upper, lower and the same level by the initial query of the graph, there is no need 
to disambiguate it. Otherwise, there are two cases. (1) If the meaning cannot be uniquely determined, the name 
is considered as ambiguous. The disambiguation steps are as follows. Firstly, use the semantics to eliminate the 
irregularities caused by the simplified expressions. If the full name of a place name can be found in the query, 
the full name is used to disambiguate. If more than one full name of the place name is retrieved, the ambiguity is 
eliminated with the aid of the place names appearing in the abstract text. The place names disambiguated in the 
previous step are used as markers. Disambiguation is performed sequentially using the identified place name, the 
superior or subordinate place name of an ambiguous place name, and the closest neighboring place name within 
the threshold range. Assume the set of uniquely identified place names is U, and the set of ambiguous places is 
A. For each identifier place name ui ∈U, search for its superior and subordinate place names in the place name 
database, denoted as H(ui). During the disambiguation process, find the intersection of the place names in A with 
H(ui), formalized as:

u( ( )).
i U iC A H u∈=                                                                     (1)

Then the number of place names successfully disambiguated this time, N is the number of elements in the inter-
section C: 

| |.N C=                                                                              (2)
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If the ambiguity has not been eliminated, the scale disambiguation is used, that is, the full name of the highest 
administrative level among multiple full names is chosen to eliminate the ambiguity. For each ai ∈A, the set of 
place names that can be linked to it in the standard place name database is M (ai) = {mi1, mi2, …, mij}, where each 
mij represents the j candidate matching place name for the i place name waiting for disambiguation. Each place 
name mij has an associated scale value S(mij), representing the administrative level of the place name. For each 
ambiguous place name ai, select the place name mij with the largest scale as the result of disambiguation ri:

( )arg max ( ).
ij ii m M a ijr S m∈=                                                                  (3)

(2) If the place name cannot be retrieved, it is judged as an ambiguous place name. The disambiguation steps 
are as follows. Fuzzy query in the place name database and retrieve all the full names containing it. If there is a 
unique result, the ambiguity will be eliminated. Otherwise, the ambiguity will be eliminated by identifying the 
place name. If there is still no unique location, the scale will be used for disambiguation. The algorithm flow is as 
follows.

The place names in the knowledge graph constitute the standard place name set P. For any paper Ai⊆ Doc, tra-
verse the set Li of place name it contains, and for each place name in Li, process as follows.

Step1: Firstly, Li,j is retrieved from P.  For the unique place name of Li,j⊆ P, Li,j is removed from Li and added 
to the unambiguous place name set Ti.

Step2: When Li,j ⊊ P, sequentially using semantic, marking, and scale disambiguation methods until the geo-
graphic location is uniquely determined, it will be removed from Li and added to the disambiguation set Ti.

Step3: When Li,j⊆ P and there are multiple matches, the recognition, relation matching, word spacing, and 
scale disambiguation methods are used sequentially until the geographic location is uniquely determined, then it 
is removed from Li and added to the unambiguous set Ti.

3.2   Area Studied Recognition

The feature template designed for the characteristics of the area studied will show a significant difference be-
tween the feature values on the area studied and the non-area studied, and through this difference the high-preci-
sion and high-efficiency distinction between the area studied and the non-area studied is achieved in the classifier. 
Therefore, it is necessary to construct the feature set in 3.3 for each word in the above extracted place name set, 
and classify the place names in the place name set into two categories according to the feature difference: area 
studied place names and non-area studied place names, to complete the extraction of area studied (Fig. 3).

Fig. 3. Area studied recognition
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Since this study targets the recognition of area studied in the abstract texts of academic papers, and there is no 
regularity in the composition of area studied. It is difficult to achieve satisfactory results if we rely only on the 
structure of the area studied itself. On the basis of accurate and meaningful recognition of place names, the area 
studied is extracted from the abstract text, from which some features related to the area studied need to be con-
structed to improve the final extraction effect. Therefore, it is crucial to select the appropriate features.

(1) Title association feature
The title of academic papers are generally concise and reflect the core content of the text, so the elements con-

tained in the title, such as the research topic and the area studied, are bound to have different correlation degree 
to the core content. Then the sentences containing these elements in the text must also have a strong correlation 
with the core content, and the place name in the sentence with the greatest correlation is more likely to be the 
area studied in the paper. If the abstract contains a place name that appears in the title, especially the subtitle, the 
probability that the place name is the area studied will be greater than the probability that the place name is not 
the area studied. If the title does not include a place name, but a sentence in the abstract with high similarity to 
the title contains a place name, the probability that the place name is an area studied will also increase. Therefore, 
correlation degree between the sentence and the title is determined as one of the features to extract the area stud-
ied.

For anyone paper Ai⊆ Doc, the set of titles is Ti, the set of abstract sentences is Si, and the set of sentences 
containing place names is a subset Siꞌ, that is Siꞌ = {s|s∈Si ∧ si,j including place name}. In this paper, we discrim-
inate Ai with no place name in the title and discriminate the title similarity for each sentence in its Siꞌ, and write 
c(si,j)⊆ C for the title similar sentence and obtain the modified Tiꞌ .The title association feature of li,j is noted as 
p(li,j). The calculation formula is shown in Formula 4.

, , ,

, ,

p( ) 0,  
 .

p( ) 1,                  
i j i j i j

i j i j

l l Si l Ti
l l Ti

′ ′= ∈ ∧ ∉
 ′= ∈

                                                         (4)

The input of the feature algorithm is abstract, and the output is the title association feature values of all the 
place names in the abstract, by first discriminating papers without place name in the title and obtaining title sim-
ilarity sentences c(Ai), followed by c(Ai) to replace the title Ti, corresponding to that paper to obtain the updated 
set of titles Tiꞌ, final judging li,j whether it appears in Tiꞌ. If yes, then the feature value is 1, otherwise, the feature 
value is 0. In particular, for li,j with affiliation that appears simultaneously in Tiꞌ, the one with the smallest admin-
istrative division rank is taken to have an eigenvalue of 1, and the rest is 0.

(2) Location feature
In the abstract text of academic papers, it is customary to express the central idea of the article in the first two 

sentences of the paper or to make a summary of the last sentence. Therefore, if a place name appears in the first 
two sentences and the last sentence of the text, the probability that the place name is the area studied is greater 
than the probability that the place name appears in other sentences.

In this paper, we first define the distance for the sentence as follows. An article Ai is sequentially split into a 
set Si = {si1, si2, …, si,n} of sentences, which does not contain the titles ti. The distance of si,j is its distance to the 
title, that is, its value is j. In this paper, the formula for calculating this feature is designed as showed in Formula 
5.

,d( ) .i j
i

js
s

=                                                                      (5)

In the formula, j indicates sentence distance, |Si|, is the set size of Si, that is, the total number of sentences. The 
sentence distances are normalized by this calculation. For the first two terms si1, si2, and the last term si,n of the set 
Si with n elements. That is, the location feature value of the place name appearing in sentences with j values of 
1,2 and n is recorded as 1, otherwise, it is recorded as 0.

(3) Time association feature
Research time and research location often appear together in the abstract text of academic papers. The granu-

larity of the research time varies from article to article, but the research time must contain different time words, 
such as a year. Therefore, sentences in the abstract that contain a time word and contain a place name have an in-
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creased probability that the place name is the area studied. In the case of sentences containing time and contain-
ing multiple place name, the closer the place name is the time word the higher the probability that it is the area 
studied.

For anyone article Ai⊆ Doc, the set of sentences is Si, from which a subset Siꞌ of the set of sentences con-
taining the place name and containing the time is extracted, that is Siꞌ = {s|s∈Si ∧ si,j including place name and 
time}. The formula for calculating the temporal association feature designed in this paper is shown in Formula 6.

, ,
, ,

, , ,

( ) ( )
( ) min ,  

.
( ) 1,               

i j i p
i j i j

i j i j i j

L l L y
Y l l Si

Si

Y l l Si l Si

 −
′= ∈

′
 ′= − ∈ ∧ ∉

                                                  (6)

In the formula, L(li,j) denotes the location of the j-th place name of the i-th article, L(yi,p) denotes the location 
of the p-th time word of the i-th article, |Siꞌ| denotes the length of the i-th abstract text, the time association fea-
ture of li,j is denoted as Y(li,j).

(4) Trigger word feature
There are some fixed expressions in the sentence structure where the area studied is located. For example, 

the words “analyze”, “study”, “explore” and other words often appear before the area studied，and the words   
“located ”, “for example”, “for the scope of the investigation”, “for the research object” and other words often 
appear after the area studied. These words are called trigger words, and the probability of a place name as an area 
studied increases when a trigger word appears in a sentence containing the place name.

For an article Ai⊆ Doc, the set of sentences is Si, from which a subset  Siꞌꞌ of the set of sentences containing 
the place name and containing the trigger words is extracted, that is Siꞌꞌ = {s|s∈Si ∧ si,j including place name and 
trigger words}. The formula for calculating the trigger word feature designed in this paper is shown in Formula 
7.

, ,

, , ,

( ) 1,                   
.

( ) 0,   
i j i j

i j i j i j

T l l Si
T l l Si l Si

′′= ∈
 ′′= ∈ ∧ ∉

                                                         (7)

In the formula, li,j denotes the location of the 𝑗-th place name of the 𝑖-th article, T(li,j) indicates the trigger word 
feature value of the place name.

Therefore, the templates developed for the area studied by making full use of the abstract text content and in-
tegrating the title association feature, location feature, time association feature, and trigger word feature is shown 
in Formula 8.

1 2 3 4w [t , t , t , t ] y .i i→                                                                   (8)

Among them, the value of tj (j = 1, 2, 3, 4) denotes the value of the j-th feature selected by the i-th place name 
entity, t1, t2, t3, t4 in order of title association feature, location, year association feature, and trigger word feature, 
yi denotes the i-th place name entity and contains two values 1 and 0, indicating the area studied and non-area 
studied respectively.

3.3   Automatic Generation of Massive Thematic Maps

The massive literature contains two categories: academic journal papers and master’s degree theses. In the liter-
ature, 14 disciplinary categories such as science, engineering, agriculture, medicine and literature are covered, 
and the major categories are subdivided into ponderous research directions. Among them, this paper focuses on 
academic journal papers in the field of surveying, mapping and geographic information related to this specialty to 
carry out research related to the area studied. The carrier of the area studied is the name of the place. In the actual 
research, the field of its research does not often appear directly in the paper, but the keywords express the topic 
of the paper’s research and indirectly reflect the field information. 
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Fig. 4. Thematic map production process

The production process of literature knowledge thematic map is shown in Fig. 4. The topic of the study is first 
quickly determined by the keywords of the literature. The research topic is obtained by clustering multiple se-
mantically similar keywords in the cluster center. Since the data stock of research literature is large and constant-
ly updated in real time, the clustering method uses the leader-follower incremental clustering strategy [32]. The 
specific process is as follows: in the clustering process, the set of centers C of existing clusters is kept, C = {c1, 
c2..., cj}, where c denotes the cluster center obtained by combining the keywords contained in its class clusters, 
and when a new keyword Ii is clustered, the spatial, temporal, and semantic similarity measures are used to cal-
culate the spatial and temporal similarity between the new keyword Ii and the center c of each class cluster [33].  
The calculation of spatial similarity is conducted using the cosine similarity method. Suppose Ii and c represent 
two information items, with their corresponding sets of geographic focal points being Gset (Ii) and Gset (c), respec-
tively. By integrating their associated quantitative values of geographic focal points, we obtain their combined 
geographic location vectors V(Ii) and V(c). Then, the spatial similarity between Ii and c can be calculated to ob-
tain L_sim(Ii, c). 
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Since all values in the vector are positive, the range of L_sim(Ii, c) is [0,1], with values closer to 1 indicating a 
higher degree of similarity. The method for calculating temporal similarity is quantified using a Gaussian func-
tion, with the following formula: 
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In this formula, ti and tj represent the contents within the temporal context T of location-associated informa-
tion Ii and c, respectively, and a is the standard deviation of the Gaussian function. The event’s western similarity 
value ranges from [0,1], where the larger the difference in time, the closer the metric result approaches 0; the 
smaller the difference, the closer the metric result approaches 1. The method for calculating semantic similarity 
also uses the cosine similarity calculation method, with the following formula: 
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In which Vec represents the word vector of the information item. The range of semantic similarity is [-1,1], 
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with larger values indicating higher similarity. If the spatio-temporal semantic similarity between the new infor-
mation item Ii and the existing class cluster c, Total_sim(Ii, c) is greater than a certain threshold (0.7 in the study), 
then Ii is included in the class cluster c. The calculation formula is as in Formula 12.
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Where, L_sim(Ii, c), T_sim(Ii, c), and  S_sim(Ii, c) denote spatial, temporal and semantic similarity, respectively. 
After the completion of spatio-temporal semantic similarity clustering for the keywords associated with the top-
ic, the information that has coterminous relationship in spatial location, remains the same or similar in time, and 
describes the same or closely similar content semantically is integrated and consolidated. On this basis, scientific 
research literature is searched based on the keywords contained under the use of topics, and then indirectly asso-
ciated with the research areas extracted from the literature, i.e., the relationship between topics and research areas 
is constructed through scientific research literature. The geographical names of the study area have been disam-
biguated and can be directly associated with the corresponding geographical entities in the geographical names 
database to complete the geographical mapping operation. The area studied processed according to the above 
ensure the accuracy of knowledge, but the huge amount of information is not conducive to knowledge mining 
and use, so the area studied are counted separately according to three levels: provincial, municipal, and county. 
That is, the area studied are counted by topic and by administrative scale. Then, the most suitable administrative 
division scale is selected for different themes to display the output in priority, and the location of the center point 
of the result map is also presented dynamically according to the themes. The whole map is color graded, and the 
results are displayed in a hierarchical color setting based on the frequency of area studied selection. Finally, the 
graphical decorations such as map name, output time, output unit and legend are drawn according to the knowl-
edge of literature to complete the thematic mapping.

4   Experiment

4.1   Data Pre-processing

Considering that the existing publicly available paper datasets do not contain datasets with area studied annota-
tion, they cannot meet the research requirements of this paper. Therefore, it is necessary to manually annotate the 
data and construct the dataset used for the experiment. In this paper, we use a dataset of Academic Papers Dataset 
of Surveying and Mapping Geographic Information provided by China Knowledge Centre for Engineering 
Sciences and Technology (CKCEST), and each data includes 2 fields of the title and abstract of academic papers. 
In terms of abstract length, these abstracts are mainly short texts. In this paper, 2241 data were randomly selected 
and stored in .xls format.

Data pre-processing can improve the efficiency and accuracy of model operation. In this paper, we extract 
the titles and abstracts of academic papers and pre-process them with word separation and manual annotation. 
Unlike text in Western flexion languages, text does not have annotations such as spaces between words to indi-
cate word boundaries; therefore, word separation becomes the first task in text processing. In this paper, we use 
the BiLSTM-CRF to quickly split 2241 data into words and annotate the words, but the words are not annotated 
correctly, and the place name is misconceived and omitted. On this basis, it is necessary to manually annotate the 
place name and the area studied. The specific labeling method is: 2 people label the data at the same time, if the 
labels are consistent, then keep them, otherwise discuss to determine the labels. The label of the non-area studied 
is uniformly labeled with “ns”, the central sentence of the area studied and sentence is labeled with “st”, and the 
central sentence of the area studied and its sentence is not labeled with “sa”, so as to improve the accuracy of 
place name recognition. The data preprocessing and the algorithms used in the experiments are shown in Table 1.

Table 1. Algorithm models

Function Algorithm model
Place name recognition BiLSTM-CRF

Place name disambiguation Improved heuristic disambiguation method
Area studied classification Random Forest
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4.2   Evaluation Index

The diversity of recognition methods and the multi-source nature of the input data make it a complex and chal-
lenging task to establish more uniform and appropriate evaluation metrics. In order to evaluate the performance 
of the area studied extraction model, we integrated the mainstream evaluation methods and related review litera-
ture and selected the following three metrics to evaluate the performance of the model: Recall, Precision, and F1 
value. The formulas are as following:

Recall=TA/(TA+FB).                                                                (11)

Precision =TA/(TA+FA).                                                             (12)

F1= 2* Precision * Recall /( Precision + Recall).                                          (13)

Among them, TA indicates that the area studied is correctly identified, FA indicates that the non-area studied 
is identified as an area studied, FB indicates that the area studied is identified as a non-area studied, and TB indi-
cates that the non-area studied is correctly identified.

4.3   Experimental Results

The experimental environment is CPU i9-9900K, graphics card NVIDA 2080Ti, memory 16G concurrent server, 
and training using the TensorFlow framework. The parameters of model were tuned in this framework, and we 
determined the most appropriate settings for each parameter after repeated testing. When the learning rate of the 
dataset of the local name recognition module is 0.001, the batch size is 64, the epoch is 30, and the number of 
hidden layers is set to 300, the model achieves the relatively best overall performance. In the random forest mod-
ule, the model performs best when the most critical parameter, the number of trees in the tree structure, is set to 
100.

Area Studied Feature Recognition.  To verify the relevance of the four features selected by the constructed 
feature template to the area studied, we do the distribution statistics of the title association feature, location fea-
ture, time association feature, and trigger word feature on the area studied place name and non-area studied place 
name respectively, and their association degree is shown in Fig. 5.

Fig. 5 shows the distribution of the title association feature for the place name entities. Among all the place 
name entities with this feature, 91% of the area studied and 9% of non-area studied are associated with it, in-
dicating high relevance of the area studied of the title association feature. Among the place name entities in a 
concentration of locations regulated by the location feature, 68% were area studied; while non-area studied ac-
counted for the majority of place name entities without the location feature, reaching 65%. It indicates that the 
area studied has a positive correlation with the location feature. Among the place name entities with a correlation 
with time, 85% of the relative distance between the area studied and time words are less than 0.5, which reflects 
that research time and research location are closely related. Among the place name entities containing trigger 
words, 72% are area studied, indicating that area studied have a high positive correlation with trigger word fea-
tures; while non-area studied of place name entities without trigger word features have comparable distribution 
with area studied and no significant negative correlation. Thus, it proves that the above four features have a good 
correlation with the area studied in the abstract text of academic papers.

Table 2 shows an example of a feature template.

Table 2. Example of a feature template

Entity number w y Place name entities
1 [1, 1, -0.993684, 0] 1 Altai
2 [0, 1, -0.762557, 1] 0 Anhui Province
3 [1, 1, -0.858639, 1] 1 Beijing

Note. “w” and “y” are the labels indicating the current place name entity and the entity, respectively.
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Fig. 5. Area studied feature

Area Studied Extraction.  For the extracted place name, feature recognition is performed based on the feature 
template, and the extraction of the area studied is achieved using a binary classification method. Based on the 
features of 3.3, the set of feature values for each place name is constructed. The vector of feature values is input 
into the model, that is, if the place name is an area studied place name, its label is 1, otherwise, the label is 0.

To solve the binary classification problem of place name, this paper compares the test results of the eight most 
commonly used classification models, Gaussian Bayes, Bernoulli Bayes, logistic regression, support vector ma-
chine, gradient boosting decision tree, K-neighborhood classification, decision tree, and random forest, on the 
dataset, as shown in Table 3. With respect to the performance of the F1 metric, the F1 values of random forest 
and decision tree are 96% and 94%, respectively; K-neighborhood, gradient boosting decision tree, and support 
vector machine reach more than 70%, and Gaussian Bayes, Bernoulli Bayes, and logistic regression classifiers 
are between 60% and 70% effective. In terms of accuracy metrics, the random forest has the highest 97%, the de-
cision tree is the second-highest reaching 93%, Bernoulli Bayes, K-neighborhood, and gradient boosting decision 
tree have accuracy above 75%, while Gaussian Bayes, logistic regression, and support vector machine have low-
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er accuracy. In addition, Random Forest achieves the best recall of 96%. The best performance of random forest 
is seen from the performance of the eight models in the evaluation metrics, which verifies that random forest is 
more suitable for the task of area studied extraction in the abstract text of academic papers.

Table 3. Area studied extraction algorithm comparison

Algorithm Precision (%) Recall (%) F1-score (%)
GaussianNB (NaiveBayes) 69 68 69 

BernoulliNB 76 65 67 
LogisticRegression 70 68 69 

SVM 72 72 72 
GradientBoostingClassifier 77 76 76 

KNeighborsClassifier 79 77 78 
DecisionTreeClassifier 93 96 94 

RandomForestClassifier 97 96 96 

Mapping Results.  Spatial knowledge is difficult to describe spatio-temporal distribution and spatio-temporal 
behavior laws, and visual analysis based on map can quickly and accurately represent the spatial distribution 
characteristics of spatio-temporal information mapping elements. The interactive visual analysis view of spatial 
knowledge graph refers to the geospatial-temporal distribution view. The required spatial knowledge is retrieved 
and cartographically output to form a thematic map.

Fig. 6 shows the regional thematic map, the top three panels show the natural geographic partitions, and the 
geospatial-temporal distribution of Northeast, Northwest and North China from left to right, where different 
colors such as red, orange and yellow represent the frequency of occurrence in the paper, and the darker the col-
or, the higher the frequency. In addition to the thematic map of physical geographic divisions, all knowledge of 
regions, features and place names involved in the literature can be presented in the form of thematic maps. The 
three maps below, from left to right, are the regional thematic maps of the Yellow River Basin, Beijing-Tianjin-
Hebei, and the Yunnan-Guizhou Plateau, which were analyzed and studied or mentioned in the thesis research. 
The color indicates the extent of the regions, and the gray indicates the areas in the thesis that are relevant to 
these regions, and this relevance is either geographically relevant or research relevant.

Fig. 6. Regional thematic map
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The topics of the papers to be studied are extracted to form a thematic map, and Fig. 7 is color-coded in lay-
ers, with lighter to darker colors indicating a gradual increase in research heat. The red color indicates the hot 
spots of research. The thematic maps of haze, desertification, and soil erosion are shown from left to right. Under 
the theme of haze, Beijing is the most selected area studied among the published papers, which indicates that the 
seriousness of the haze problem in Beijing is worthy of attention and more studies have been conducted. And the 
map clearly shows that there are more studies on haze in the provinces surrounding Beijing southward, and all 
the eastern regions are involved. The attention of the research cold spots needs to be improved, and the studies 
of provinces with similar causes of haze formation are informative. This provides some ideas and references for 
researchers in the development of their papers and the selection of experimental areas.

Fig. 7. Thematic topic map

In addition to mining the subject matter of the dissertation and knowledge of the area studied to aid in pro-
viding reference for the dissertation research, knowledge of various types of knowledge in the literature, such 
as cultural, historical, and celebrity knowledge, is shown in Fig. 8 from left to right in the order of Youzhou, 
Zhongyuan, and Li Bai. Youzhou is taken from the ancient name of the place, and in the study of it, the geo-
graphical range is detailed, as well as the changes in the geographical range with historical changes, hence the 
two colors shown on the figure.

Fig. 8. Various thematic maps

5   Conclusion and Discussion

In this paper, we extracted the area studied from the abstract text of academic papers and used the literature 
knowledge to generate a thematic map. It consists of three modules: a feature calculation module based on fea-
ture templates, a binary classification module based on random forests, and a thematic map drawing based on 
spatial knowledge. Based on the feature template developed from the area studied features, the feature value of 
each disambiguated place name is calculated as the input value of the classification algorithm, and random forest 
is used as the classification algorithm to classify the place names into area studied and non-area studied, and the 
accuracy of extracting area studied reaches 97%, which demonstrates the excellent performance of the algorithm 
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for area studied extraction in the abstract text of academic papers. The thematic map design with the extracted 
area studied and other literature knowledge transforms the structured textual knowledge into geospatial display 
with intuitive visualization and rich thematic maps.

In this paper, we achieve good performance in extracting area studied on the abstract text of academic papers, 
but in the module of identifying geographical names, for the perspective of constraint normativity, only adminis-
trative divisional geographical names are identified without physical geographic entities, which makes the mini-
mum scale of some area studied positioned to the provincial administrative units to which they belong, and also 
limits the accuracy of disambiguation of geographical names. Based on the research in this paper, the subsequent 
research expands the scope of place name recognition to include administrative division place names and natural 
geographic entity place names, refines and perfects the place names, and further narrows the scope of area stud-
ied positioning in order to extract the minimum scale area studied more accurately.
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