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Abstract. Using machine learning methods to analyze and predict time series data is a hotspot issue. Because 
of its potential profitability, it has attracted a lot of research and investment, particularly in the financial field. 
Compared with other machine learning prediction models, long short-term memory (LSTM) is very effective 
for processing time series data, due to its special network structure. In this study, we use three models to pre-
dict the Japanese stock market movements. These models can be used to learn and predict multivariate data 
by adjusting the structure and hyperparameters. The original dataset is made up of NIKKEI 225 and some 
individual stocks. Subsequently, several well-known technical indicators are calculated and added as a new 
dataset. Two efforts were also made to improve the quality of the dataset. Multiple sets of numerical experi-
ments are established to examine the impact of increasing the number of features on these models and the im-
pact of lengthening the training data on these models. The results show that lengthening the length of training 
intervals and increasing the number of features can improve the model performance effectively. The LSTM 
model has better performance than the encoder-decoder LSTM model and CNN-LSTM model in stock market 
prediction.
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1   Introduction

In real life, collecting data for a long or short period is a common activity. Time series data are abundant in re-
search fields such as agriculture, medicine, the military, and finance. It is of great theoretical significance and 
practical application value to analyze these data to forecast long-term trends or to perform other forms of analy-
sis. Traditional methods for stock market prediction include linear regression, exponential smoothing, autoregres-
sive integrated moving average model (ARIMA model) and others [1]. Recently, machine learning is being used 
to analyze and forecast time series data, which is a hot research topic right now, particularly in the financial field. 
Investors and researchers are interested in using machine learning to forecast the stock market. However, some 
theories and hypotheses claim that the stock market cannot be forecasted because it is dynamic, nonlinear, and 
influenced by various factors. The random walk theory demonstrated that the changes in stock prices are analo-
gous to the Brownian motion of a molecule [2]. According to the efficient market hypothesis, current prices have 
accurately, completely, and timely reflected all the information about the intrinsic value of assets [3].

Although some scholars and researchers believe that forecasting stock prices are pointless because stock price 
fluctuations are random and irregular, many researchers and scholars believe that stock market movements can be 
forecasted to some extent. People can easily obtain a large amount of information about the stock market thanks 
to the advancement of computers and the Internet, so the technology to extract and analyze the information to 
support making investment strategies have become difficult work. With advances in neural networks, it has been 
demonstrated that certain network models can be used to extract the most valuable information from time series 
data, including financial data. These characteristics encourage scholars and researchers to investigate whether 
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neural networks can forecast stock market movement or not. Machine learning methods such as support vector 
machine (SVM) [4], artificial neural networks [5], and other deep learning methods can also be used for predict-
ing the stock market in the current hot artificial intelligence. There is currently agreement that the recurrent neu-
ral network (RNN) is one of the most effective methods for efficiently processing time series data. Moreover, the 
long short-term memory (LSTM), one RNN variant, not only surmounts the defects of RNN but also improves 
prediction accuracy. 

Many researchers have developed different forecasting methods using machine learning for financial time se-
ries forecasting. Experiments are conducted to analyze the forecasting performance, effectiveness and efficiency 
of the models. Sidra et al. [6] proposed a long short-term memory (LSTM) network to build four deep learn-
ing-based regression models to predict the future NIFTY 50 opening price. By optimizing the hyperparameters of 
the model and adjusting the network structure, they enhanced the predictive ability of the LSTM model to handle 
data with different structures. The results clearly show that the LSTM-based univariate model is the most accu-
rate model for predicting the next week’s opening value of the NIFTY 50 time series using one-week prior data 
as input. Bacanin et al. [7] conducted a study using the Borsa Istanbul 100 index as an example and proposed a 
new machine learning approach to predict the stock market index movements. The RMSE, MAPE and correla-
tion coefficient were used as evaluation measure. The study suggested that a hybrid algorithm of a multilayer 
perceptron and a modified whale optimization algorithm is effective in improving the accuracy of the model. 
Mahmoodzadeh et al. [8] developed an LSTM model that improved by Gray Wolf Optimization (GWO). The 
effect of the length of the input time series on the model performance and LSTM model with multiple parameters 
were investigated using several datasets. Qiu et al. [9] used several meta heuristic algorithms to optimize the pa-
rameters of the artificial neural network model and predict the direction of stock market index movement. Jigar 
et al. [10] applied four prediction models, ANN, SVM, random forest and naive-Bayes with two approaches to 
two stocks and two stock price indices. The experimental results suggest that the performance of the prediction 
models can be improved when these technical parameters are represented as trend deterministic data.

Although scholars have applied various machine learning methods to stock market forecasting, no one has ex-
plored the impact of single or multiple feature inputs on the prediction accuracy of model. The overarching goal 
of this study is to develop LSTM model that can process input data with single or multiple features and predict 
short-term stock prices. Furthermore, encoder-decoder LSTM and CNN-LSTM are established for comparison 
experiments based on LSTM model.

It is common in the machine learning process for the model to be unable to be effectively trained due to a lack 
of training data. Hence, we made two efforts to improve the dataset quality to improve the model prediction ac-
curacy. The original dataset consisted of trading data from the Nikkei 225 index and some individual stocks ob-
tained from Yahoo finance. We calculate and analyze several well-known technical indicators based on historical 
stock data before developing LSTM model, encoder-decoder LSTM model and CNN-LSTM model to forecast 
stock price trends in the future. We combine historical trading data and technical indicators as feature engineer-
ing, then adjust network structure and hyperparameters to achieve these models from single-feature prediction to 
multi-feature prediction.

The remaining parts of this paper is divided into four sections. Section 2 surveys why LSTM can extract use-
ful information from verbose data better than RNN. Section 3 describes the experiments and their outcomes. This 
section also includes information on data processing and feature engineering. Section 4 discusses the model’s 
result. Finally, section 5 summarizes the contributions.

2   Methodology

This section first contrasts RNN and LSTM by using the external input of a single neuron as an example. Then, 
we briefly discuss how LSTM overcomes RNN’s shortcomings. Subsequently, the internal structure, variables, 
and equations of LSTM neurons are described detailedly.

RNN is one of the neural networks that can retain information and pass it on to the next layer [11, 12]. RNN, 
unlike ordinary neural networks, is very effective for time series data. This type of information reflects the state 
or degree of change in a particular thing or phenomenon over time. The information extraction of time series 
data is realized through the sharing of parameters at different times due to the neuron’s memory. Consider, as an 
example, a single-RNN neuron structure (Fig. 1). xt represents the input information at the current t moment; yt 
represents the output information of the RNN neuron at the current t moment; ht−1 represents the state informa-
tion stored by the neuron at the previous moment; and ht represents the state information stored by the neuron at 
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the current t moment. We can see from equation (1) that the state information of neuron ht is determined by both 
xt and ht−1. That is how the RNN remembers the previous information and applies it to the current output calcula-
tion.

[ ]( )1tanh ,t h t th w h x−= ⋅ . (1)

Fig. 1. RNN neuron

However, this ability will be diminished when the outputs require more information from the past. Bengio, et 
al. [13] investigated this issue in-depth and discovered some fundamental reasons why RNN training is difficult. 
The RNN will include many accumulative multiplications of activation functions during the iteration. If the tanh 
or sigmoid function is used as the activation function, many decimals will be multiplied. With the increasing iter-
ation numbers and time series, the accumulative multiplications of decimals cause the gradient to become small-
er and smaller until it is close to 0, which is the phenomenon of the vanishing gradient; if the rectified linear unit 
(ReLU) is used as the activation function, the left derivative of the ReLU function is 0 and the right derivative 
is always 1, which avoids the occurrence of vanishing. However, the derivative of constant 1 can easily result in 
an exploding gradient. By improving RNN, LSTM [14, 15] is introduced to eliminate the long-term dependency 
defects of the RNN.

A cell state Ct was added to LSTM neurons to overcome the vanishing gradient problem compared to input 
variables outside the RNN neuron. Fig. 2 shows the internal structure of one LSTM neuron to better illustrate 
how information is transmitted through the LSTM neuron.

Fig. 2. The internal structure of LSTM neuron
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The following section goes into great detail about Fig. 2. Three gates with sigmoid activation functions and 
one hidden layer with tanh activation functions replace the normally hidden layer in the RNN. The definitions 
and process steps are shown below. The functions are illustrated as follows.

tx : input value (vector)

th : output value (vector)

tC : neuron state


tC : the neuron state being updated
σ : sigmoid function
tanh: hyperbolic tangent function

tf : a vector that determines how much information discard or remains in forget gate

ti : a vector that determines what information updates in the input gate

to : a vector that determines what information output

Forget gate: The first step in an LSTM neuron is to determine what information must be discarded from the 
neuron state. This section of the operation is handled by a sigmoid unit known as the forget gate. According to 
the input information of ht−1 and xt , it outputs a vector between 0 and 1 and the 0~1 value in the vector indicates 
how much information in the neuron state Ct−1 is retained or discarded. A value of 0 indicates that no information 
is reserved, while a value of 1 indicates that all information is reserved. W and b are weight vector matrices and 
gate biases, respectively, in the equation (2).

[ ]( )1,t f t t ff W h x bσ −= +⋅ . (2)

Input gate and tanh layer: The following step is to decide what new information should be added to the neu-
ron state. This section of the procedure is divided into two steps. First, ht−1 and xt are used to determine which 
information is updated through a sigmoid unit known as the input gate. Then, through the tanh layer, use ht−1 and  
xt to generate a new vector that can be updated to the neuron state. The equations (3), (4), (5) are shown below:

[ ]( )1,t i t t ii W h x bσ −= +⋅ . (3)

 [ ]( )1tanh ,t c t t cC W h x b−⋅= + . (4)



1* *t t t t tC f C i C−= + . (5)

Output gate: After updating the neuron state, determine what information is output based on ht−1, Ct−1 and xt . 
The input information is routed through a sigmoid unit known as the output gate. Meanwhile, the updating neu-
ron state Ct is processed by the tanh unit to produce a vector between −1 and 1. The vector obtained from the out-
put gate is multiplied by this vector. Finally, the LSTM neuron’s output ht is obtained by equations (6) and (7).

[ ]( )1,t o t t oo W h x bσ −= +⋅ . (6)

   ( )* tanht t th o C= . (7)

With the above three gates, the LSTM can process time series data by discarding or retaining input informa-
tion.

The long-distance information gradient does not disappear during iteration using the backpropagation al-
gorithm, and the gradient can be well transmitted in the LSTM, greatly reducing the likelihood of a vanishing 
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gradient. Inspired by the LSTM neural network’s superiority, we established an improved LSTM model for fore-
casting short-term stock prices. The two variants of LSTM, encoder-decoder LSTM and CNN-LSTM are set as 
comparison experiments. We conduct some numerical experiments to verify and evaluate the validity of these 
LSTM models by applying these models to the Nikkei 225 and several individual stocks for short-term forecasts. 
Additionally, we supplement the original dataset with technical indicators. However, training data from both the 
original and augmented datasets are expanded. In these numerical experiments, we want to see if these two fac-
tors can improve the model’s prediction accuracy while also improving data quality.

3   Experiments and Results

3.1   Preliminary Work

Yahoo finance was used in this study to collect publicly available market information on stocks. The dataset con-
sists of the Nikkei 225 and several individual stocks, including open, high, low, close prices and trade volume. 
Data cleaning and data standardization are two major steps in data preprocessing before entering data into the 
model [16]. Data cleaning is primarily used to fill in missing values and remove outliers from a dataset. Data 
standardization is the scaling of data values into a specific interval (0~1). Due to the different nature of each eval-
uation index in the multi-index evaluation system, it usually has different orders of magnitude and units. When 
the values of various indicators vary widely, if the original data are directly used for analysis, the indicators 
with higher values will play a larger role in the analysis, while the effects of indicators with lower values will be 
weakened. Therefore, standardizing the original data must ensure the reliability of the results.

After preprocessing the stock data, we compute some technical indicators that are commonly used in the stock 
market as feature engineering. Scholars generally agree on one point: data and features determine the upper limit 
of machine learning, and models and algorithms only approximate this upper limit. Therefore, feature engineer-
ing is critical for improving data quality in data preprocessing. Feature engineering is the process of extracting 
features from original data that can be used to better represent the actual problems dealt with by the prediction 
model. Good features can simplify the model while also improving its robustness and generalization. They can 
also improve the model’s convergence speed and prediction accuracy at the same time. In this study, the 10-day 
moving average (MA10), 10-day relative strength index (RSI10), on balance volume (OBV), and price move-
ment direction are calculated as features.

The MA10 is the average closing price of a stock in the market over the previous 10 days, and it is significant 
because it reflects the stock’s 10-day average price. It is a critical indicator line for determining stock trends [17]. 
The stock trading operation reflects the aggregate results of various factors. Ultimately, price changes are deter-
mined by the relationship between supply and demand. The RSI indicator calculates the percentage of the total 
increase in stock prices to the average of the total change in stock prices over a given period using the supply and 
demand balance principle. The RSI value ranges from 0 to 100. The stronger the uptrend is, the higher the RSI 
value, and vice versa. The trend of changes in trading volume is used to infer the trend of stock prices. The direc-
tion of price movement is calculated by subtracting today’s close value from the close value one day ahead. If the 
difference value is positive, we label price movement with 1. Conversely, if the difference value is negative, we 
label price movement with −1.

The prediction results of NIKKEI 225 and three individual stocks will be presented in tabular form in this sec-
tion. We use root mean square error (RMSE) to estimate how well the model predicted for the model evaluation. 
It is the most popular measure for evaluating the accuracy of the model. RMSE is defined mathematically as fol-
lows:

( )2

1RMSE
n

i ii
X x
n

=
−

= ∑ . (8)
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3.2   Model

We conduct some numerical experiments to verify and evaluate the validity of these LSTM models by apply-
ing these models to the Nikkei 225 and several individual stocks for short-term forecast. First, we build a basic 
LSTM model on the Nikkei 225 and several individual stocks for short-term forecast. The structure diagram of 
the LSTM model is illustrated in Fig. 4. These results are used as a benchmark for comparison. Among the time 
series data processing, the time series prediction problem with series as input and series as output is a more chal-
lenging prediction problem. The encoder-decoder LSTM has good performance in dealing with this type of prob-
lem, so one encoder layer and one decoder layer are added to the basic LSTM model to test the performance of 
encoder-decoder LSTM in predicting short-term stock market movements. We then combined the CNN with the 
basic LSTM model to test whether the CNN could improve the prediction results of the model.

Fig. 3 is the loss function of LSTM model during parameter tuning. This LSTM model is trained with Nikkei 
225 and ALL dataset (see the details in second paragraph of sec. 3.3). As shown in the figure, after epoch=100, 
there is no longer a significant decrease in the loss function, so the epoch is set as 100 for the efficiency of model 
training and preventing overfitting.

Fig. 3. The loss function of NIKKEI 225

Fig. 4. The structure diagram of the LSTM model
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Table 1. Parameters of the basic part of models

Timestamp 20
Epochs 100

Batch size 16
Unit of the first LSTM layer 64

Unit of the second LSTM layer 32
Dense layer 1
Optimizer adam

3.3   Experiments

The dataset is approximately 2,800 trading days long and was collected from January 2011 to June 2022. As an 
example, consider the NIKKEI 225 historical data chart (Fig. 5). Since the LSTM network can extract useful 
information from verbose data without being constrained by long-term dependency defects, the dataset is divid-
ed into four parts to train this LSTM independently to forecast the short-term stock market. The training period 
is set at 600, 400, and 200 days respectively. The test period is a fixed 30-day period that follows each training 
period. These numerical experiments are used to investigate the effect of different length train periods on the per-
formance of these LSTM models.

Fig. 5. The historical data of NIKKEI 225

Furthermore, some contrast experiments are conducted to verify if these technical indicators are effective in 
improving the prediction accuracy of models. A general process of our method is described as follows. First, we 
apply the LSTM model to the dataset that consisted of closing price, OHLC or ALL to predict stock market index 
and individual stocks. Second, we implement encoder-decoder LSTM model and CNN-LSTM model to the same 
datasets as comparison groups for LSTM respectively. Third, it is necessary to ensure the reliability of the results 
and the adequacy of models. As mentioned above, the RMSE is used as performance measure.

The detailed experimental procedure is as follows. We begin to use the dataset with only one dimension 
feature “close price” to train three models to verify the performance of these models in processing one dimen-
sion input data. These results are used as a benchmark for comparison. Subsequently, we use the dataset which 
includes open, high, low, and close prices (OHLC for short) as the input data to explore the performance and 
predictive ability of the models in processing multiple dimension input data. Finally, the OHLC dataset and tech-
nical indicators are combined into a new dataset called “ALL” for training and predicting. Based on these results, 
we use ALL dataset to explore whether the selected technical indicators can improve the prediction performance 
of the models.
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In order to compare the performance of the models, we use the same dataset to train the LSTM model and its 
two variants (encoder-decoder LSTM and CNN-LSTM) separately. Except for the special layers of the model 
itself (encoding layer, decoding layer, convolution layer), the rest of the parameter settings are the same. The ep-
och is 100. The batch size is 16. The mean squared error is chosen as loss function. The optimizer is adam [18]. 
As shown in the Table 1. The input data and prediction interval are also set to be the same at the same period. 
These three groups of experimental results are summarized in section 3.4.

3.4   Results

The experiment results of Nikkei 225 are illustrated in Table 2 to Table 5. The second column shows the length 
of the various training periods. The last three columns show the results of different LSTM models respectively. 
As previously stated, the test period is a fixed 30-day period that follows each training period. The model’s pre-
diction results using closing price as input data are shown in the row of “RMSE of closing price” in Table 2. The 
model’s prediction results using OHLC as input data and the model’s prediction results when ALL is used as in-
put data are shown in the rows of “RMSE of OHLC” and “RMSE of ALL” respectively.

Table 2. Results of first prediction interval (NIKKEI 225)

Length of training 
interval (days)

LSTM Encoder-Decoder 
LSTM

LSTM-CNN

RMSE of closing 
price

600 0.0125 0.0351 0.0618 
400 0.0172 0.0368 0.0649 
200 0.0233 0.0587 0.0541 

RMSE of OHLC
600 0.0198 0.0347 0.0698 
400 0.0200 0.0407 0.0758 
200 0.0246 0.0561 0.0554 

RMSE of ALL
600 0.0136 0.0224 0.0677 
400 0.0132 0.0429 0.0682 
200 0.0183 0.0346 0.0615 

Table 3. Results of second prediction interval (NIKKEI 225)

Length of training 
interval (days)

LSTM Encoder-Decoder 
LSTM

LSTM-CNN

RMSE of closing 
price

600 0.0107 0.0346 0.0678
400 0.0147 0.0364 0.0741
200 0.0178 0.0413 0.0916

RMSE of OHLC
600 0.0089 0.0363 0.0635 
400 0.0103 0.0388 0.0654 
200 0.0159 0.0391 0.0769 

RMSE of ALL
600 0.0138 0.0247 0.0406
400 0.0150 0.0302 0.0456
200 0.0172 0.0614 0.0496
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Table 4. Results of third prediction interval (NIKKEI 225)

Length of training 
interval (days)

LSTM Encoder-Decoder 
LSTM

LSTM-CNN

RMSE of closing 
price

600 0.0138 0.0218 0.0283 
400 0.0158 0.0225 0.0366 
200 0.0185 0.0240 0.0495 

RMSE of OHLC
600 0.0145 0.0227 0.0287 
400 0.0168 0.0213 0.0333 
200 0.0191 0.0220 0.0425 

RMSE of ALL
600 0.0111 0.0196 0.0201 
400 0.0125 0.0183 0.0277 
200 0.0169 0.0193 0.0227 

Table 5. Results of fourth prediction interval (NIKKEI 225)

Length of training 
interval (days)

LSTM Encoder-Decoder 
LSTM

LSTM-CNN

RMSE of closing 
price

600 0.0131 0.0162 0.0284 
400 0.0100 0.0191 0.0395 
200 0.0114 0.0209 0.0563 

RMSE of OHLC
600 0.0106 0.0271 0.0655 
400 0.0116 0.0451 0.0704 
200 0.0473 0.0288 0.1134 

RMSE of ALL
600 0.0083 0.0167 0.0224 
400 0.0098 0.0183 0.0262 
200 0.0100 0.0206 0.0432 

Due to limited space, we summarize the prediction results of the experiments of Itochu, Toyota and Sony re-
spectively and present the RMSE values in the form of intervals for the experimental results, as shown in Table 6 
to Table 8. The first column is the length of training interval. The second column is the training model. The pre-
diction results of different features are shown in last three columns.

Table 6. Prediction results of Itochu

Length of training 
interval (days) Model

Features
CLOSE OHLC ALL

600
LSTM 0.0054~0.0086 0.0060~0.0082 0.0048~0.0069

Encoder-Decoder LSTM 0.0079~0.0164 0.0089~0.0168 0.0090~0.0164
CNN-LSTM 0.0190~0.0334 0.0163~0.0317 0.0153~0.0259

400
LSTM 0.0057~0.0089 0.0050~0.0097 0.0062~0.0072

Encoder-Decoder LSTM 0.0067~0.0157 0.0071~0.0164 0.0086~0.0166
CNN-LSTM 0.0189~0.0328 0.0162~0.0308 0.0168~0.0273

200
LSTM 0.0056~0.0120 0.0057~0.0110 0.0064~0.0097

Encoder-Decoder LSTM 0.0085~0.0211 0.0098~0.0178 0.0091~0.0174
CNN-LSTM 0.0144~0.0327 0.0151~0.033 0.0178~0.0289



36

Applying LSTM Model to Predict the Japanese Stock Market with Multivariate Data 

Table 7. Prediction results of Toyota

Length of training 
interval (days) Model

Features
CLOSE OHLC ALL

600
LSTM 0.0117~0.0943 0.0104~0.0242 0.0084~0.0153

Encoder-Decoder LSTM 0.0095~0.1247 0.0141~0.0467 0.0133~0.0506
CNN-LSTM 0.0486~0.0608 0.0217~0.0859 0.0190~0.0982

400
LSTM 0.0144~0.1030 0.0114~0.0241 0.0110~0.0192

Encoder-Decoder LSTM 0.0169~0.1301 0.0119~0.0751 0.0148~0.0525
CNN-LSTM 0.0404~0.0919 0.0267~0.1818 0.1458~0.0527

200
LSTM 0.0111~0.1155 0.0107~0.0167 0.0078~0.0135

Encoder-Decoder LSTM 0.0208~0.1817 0.0090~0.0583 0.0133~0.0684
CNN-LSTM 0.0521~0.1101 0.0373~0.1158 0.0337~0.1658

Table 8. Prediction results of Sony

Length of training 
interval (days) Model Features

CLOSE OHLC ALL

600
LSTM 0.0030~0.0090 0.0033~0.0096 0.0028~0.0086

Encoder-Decoder LSTM 0.0043~0.0148 0.0038~0.0187 0.0034~0.0122
CNN-LSTM 0.0076~0.0366 0.0075~0.0304 0.0064~0.0294

400
LSTM 0.0027~0.0076 0.0036~0.0091 0.0025~0.0081

Encoder-Decoder LSTM 0.0042~0.0137 0.0037~0.0148 0.0039~0.0138
CNN-LSTM 0.0080~0.0481 0.0102~0.0401 0.0073~0.0344

200
LSTM 0.0046~0.0117 0.0040~0.0122 0.0038~0.0098

Encoder-Decoder LSTM 0.0055~0.0237 0.0070~0.0245 0.0051~0.0184
CNN-LSTM 0.0059~0.0484 0.0080~0.0320 0.0062~0.0394

4   Discussion

These datasets are divided into four training intervals and prediction intervals. The four intervals prediction 
results of NIKKEI 225 are shown in Table 2 to Table 5 in order. The results demonstrate the effect of different 
length train periods on the performance of different input from the top down. Comparing the rows of “RMSE of 
closing price”, “RMSE of OHLC” and “RMSE of ALL” in the four tables, we can see that these additional fea-
tures are effective at improving the prediction accuracy of these models. At the last three columns of the tables, 
we can explicitly compare the performance of LSTM, encoder-decoder LSTM and CNN-LSTM models from left 
to right.

As revealed in the results, the RMSE of the model trained with ALL is slightly better than that of the model 
trained with OHLC in most cases. This suggests that adding MA10, RSI10, OBV, and direction as features to the 
threes LSTM models will improve them. Although the encoder-decoder LSTM and CNN-LSTM occasionally 
perform better than the LSTM, most of the time, the LSTM is the best performing one. The prediction results of 
fourth prediction interval have the best performance in NIKKEI 225 dataset. Table 5 displays that the best perfor-
mance is 0.0083. Furthermore, the three LSTM models have significantly improved performance while increas-
ing the training period.

Since RMSE is sensitive to outliers, the prediction error will be amplified. Hence, we conducted multiple 
rounds of experiments to reduce the influence and took the average of five experiment results as the final result. 
In Table 6 to Table 8, although the prediction results are displayed simply, the findings also hold true. These re-
sults can be extended to the prediction of individual stocks, as the experiment results show that the three LSTM 
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models also have good prediction performance for the three individual stocks. Regarding the prediction of indi-
vidual stocks, the best prediction results for Itochu, Toyota and Sony are 0.0048, 0.0078 and 0.0025 respectively. 
These prediction results are all derived from the LSTM model trained on the ALL dataset.

Lai and Chen used an LSTM model to analyze some Taiwan stocks [19] and the best results is 0.013. Li and 
Shen apply an attention-based multi-input LSTM to the Chinese stock exchange [20]. Their model’s prediction 
result is 0.996. To forecast the S&P500 and the Korea Composite Stock Price Index 200, Baek and Kim devel-
oped an overfitting prevention LSTM [21]. The model’s best performance is 0.6928. The prediction accuracy of 
the LSTM model in this study is superior to other studies.

Combining all the results, the LSTM model outperforms the encoder-decoder LSTM and CNN-LSTM mod-
els. This may be due to the fact that the encoder-decoder framework is more suitable for machine translation of 
Seq2Seq, while the output variables of all models in this paper are one-step prediction, which does not involve 
the multi-step semantic sequencing problem and does not maximize the role of decoder layer and encoder lay-
er. The basic idea of CNN-LSTM is to use convolutional neural network to do feature extraction of images and 
LSTM is used to generate the image description, while the model prediction in this paper can be regarded as the 
prediction of regression problem. Therefore, compared with encoder-decoder LSTM and CNN-LSTM models, 
the prediction results of this LSTM model are stable and perform well when compared to NIKKEI 225 and other 
individuals. However, in terms of overall results, even with the same model and dataset, the RMSE will vary to 
some extent when the model predicts different periods. We believe this is due to the stock market’s volatility.

5   Conclusion

LSTM, encoder-decoder LSTM and CNN-LSTM models for predicting short-term stock prices were proposed in 
this study. The experiment results lead to the following conclusions. 

First, as the length of the training data increased, the RMSE decreased significantly. We can conclude that, 
while the information density of the dataset used in this study is low, it can be compensated by increasing the 
number of sample data. 

Second, as the number of data features increased, the RMSE decreased. It can be concluded that in addition 
to increasing the amount of data, increasing the number of features (data quality) will also have an impact on the 
training results of these models. 

Third, LSTM model performs better than encoder-decoder LSTM model and CNN-LSTM model in most cas-
es. In addition, one of the characteristics of the stock market is volatility, and RMSE will vary greatly with dif-
ferent training periods. The experimental results show that while RMSE does not decrease linearly as the number 
of features increases, it performs well in both Nikkei 225 and individual stocks. The MA10, RSI10, OBV and the 
direction of stock movement demonstrated that these indicators can effectively improve the performance of these 
models. 

Finally, when compared with other studies, the results in this study are superior.
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