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Abstract. The construction of the defense capability portrait can accurately locate the weak points of uni-
versity defenses, locate the risks of the university’s network information system, and provide security sug-
gestions and countermeasures for university risk defense. Aiming at the problems in the construction method 
of network security defense capability portrait, such as large evaluation indicator system, strong subjectivity 
of weight and lack of theoretical support of profiling technology. The method integrates the hierarchical net-
work security defense capability assessment with profiling technology organically, to simplify the evaluation 
indicator system. Relying on network security knowledge and statistical methods, it realizes the quantifica-
tion of portrait labels in different dimensions and uses Analytic Hierarchy Process (AHP) to determine the 
weight of different indicator items, avoiding the subjectivity and arbitrariness in determining weight factors. 
Experimental results show that the proposed method can effectively solve the aforementioned problems, en-
hance the credibility and accuracy of network security defense capability portrait, and provide a theoretical 
basis for profiling technology. The experimental results show that the method in this paper effectively solves 
the shortcomings of the traditional network security capability portrait construction. In the real university net-
work data, the evaluation results of this method are consistent with the expected effects, effectively evaluating 
the network security defense capabilities of universities.
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1   Introduction

As the depth and breadth of Internet application continue to expand, network security incidents occur frequently, 
and the threat to user information security in cyberspace is constantly rising, Network security defense is attract-
ing more and more attention. [1]. Network security defense capability profiling is based on monitored network 
data, through the establishment of a corresponding indicator system, to realize the quantification of network se-
curity dimension indicators, to reflect the situation of network security defense capability [2]. Attackers hope to 
invade the system as long as they find a weakness, while defenders need to cope with every possible intrusion, 
even unimplemented attacks. Traditional network defense decision-making methods rely more on empirical sub-
jective judgments, which are difficult to provide effective and credible suggestions for network security adminis-
trators to select defense strategies [3]. 

At the same time, existing quantified indicators may not fully reflect the true situation of network security 
defense capabilities. Some indicators may only focus on specific aspects and neglect other important factors. In 
addition, the selection and weight allocation of indicators may also be subjective and biased. Therefore, the con-
struction of network security defense capability portraits has become one of the important challenges faced by 
various organizations and enterprises. It is crucial to ensure that important asset networks are effectively protect-
ed from threats [4]. The Analytic Hierarchy Process (AHP) can be applied to the hierarchical model of network 
security assessment, integrating profiling technology to simplify the problem while improving the accuracy of 
the assessment.

Therefore, in order to timely and accurately assess the network security defense capabilities, a large number 
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of capability assessment models have been applied [5]. Common evaluation methods include qualitative analysis 
and quantitative analysis. Qualitative analysis makes security situation judgments based on existing knowledge 
and experience, while quantitative analysis calculates security evaluation results through mathematical methods 
[6]. Gafni and Levy assigned importance to 26 elements found by predecessors based on 27 subject experts and 
calculated relative weights [7]. Graf, Skopik and Whitebloom [8] used expert experience to analyze network 
abnormal data, thereby analyzing the network security situation, but the method depends on subjectivity and 
the model structure is not rigorous. Li integrated the subjective and objective security threat levels by using the 
Bayesian inference method, analyzed and quantified the network security risks caused by various threat sources, 
achieved the continuity and accumulation of security assessments, and could handle probabilistic uncertainty in-
formation, but this method is difficult to train, and repeated training is required to obtain more accurate probabili-
ty values [9]. Zhang, Chen, Yan and Bian measured the coverage of data sources, visibility, and detection through 
the ATT&CK framework to evaluate the protection effectiveness of information systems, but the evaluation 
process of this method strongly relies on human subjectivity, which reduces the accuracy of the evaluation re-
sults [10]. Fang, Fu, Gu, Hu, Song, Jaeger and Mphapatra evaluated network security based on network security 
technical standards, but this method relies heavily on various security standards and lacks flexibility [11]. They 
also believe that existing IoT security analysis only focuses on a subset of all basic components, and propose a 
framework called IOTA, which conducts system-level security analysis by constructing attack graphs through 
two indicators [12]. Chen conduct security analysis through three attack graph indicators. These attack graphs 
not only provide a comprehensive view of system vulnerabilities, but also help identify and defend against poten-
tial attacks [13]. The D-S (Dempster-Shafer) evidence theory is an effective means of multi-source data fusion, 
which fuses incomplete information through mathematical reasoning methods [14]. Zhu, Wang, Luo, Cai, Peng 
and Zhang assigned the basic probability distribution function in the D-S evidence theory fusion rule through 
expert experience, but this method will cause inaccurate data fusion and extremely high subjective dependence 
on the final network security capability [15]. In terms of data fusion, Hu, Liu, Li, Hu, Xiang and Han proposed 
an efficient and privacy-preserving data aggregation and trust management scheme for IoT smart grids based on 
smart contracts, which possesses better results in terms of storage cost, computational complexity, and utility of 
differential privacy [16].

The above analysis can obtain network security defense capabilities, but its ability characterization still needs 
further research and analysis. While portrait technology can clearly characterize problems from multiple dimen-
sions, therefore, portrait technology is used to reflect the network security defense capabilities of universities. 
Benaida [17] proposed that user portraits are a set of tag systems constructed for target users using objective 
reality data to depict their overall characteristics, and then provide them with personalized services or product 
supplies. Liu, Sun, Su and Zhang believe that user portraits are dedicated to depicting users’ characteristics from 
multiple aspects to help people better understand users, dig out user needs, and improve user services [18]. Xu 
and Ying Fang believe that the user portrait method can describe user behavior and predict user behavior, person-
alized recommendation and service, covering e-commerce, libraries, health care, tourism and other fields [19]. 
Averyanova, Sushchenko and Ostroumov et al. characterized the portraits of intruders by proposing a network 
threat analysis and evaluation algorithm by analyzing the vulnerabilities of communication, navigation, control 
and surveillance equipment of modern drone systems [20]. 

However, due to the complexity and variability of the network environment, the current application of user 
portrait technology in the field of network security is relatively limited, and the traditional qualitative evaluation 
method cannot accurately and comprehensively quantify network security capabilities [21]. The network security 
defense capability evaluation model still has the following problems: (1) The network security data is single and 
the indicators are not comprehensive: Network security evaluation requires data from all aspects, and the single 
source of data in the process of network security evaluation cannot effectively reflect the generalization ability of 
the model, which is a major challenge [22]. (2) The model index system is too large, the quantification method 
lacks theory, and the weight is subjective: In the hierarchical network security evaluation process, the selection of 
index weight factors is too arbitrary and the evaluation index system is too complex [23]. (3) The network secu-
rity defense capability portrait technology lacks theory: The existing portrait technologies are overly dependent 
on behavioral features, and their depiction ability is limited by the designer’s prior knowledge of the analysis 
scenario, and they are less used in network security defense capabilities [24].

Based on the above research, the construction method of the university network security defense capability 
portrait based on AHP proposed in this article solves these problems and makes the following contributions:

The proposed method organically combines hierarchical network security defense capability evaluation with 
portrait technology, taking risk, defense measures, and technical capabilities as the main portrait dimensions, and 
simplifying the evaluation indicator system.
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Based on network security knowledge and statistical methods, it realizes the quantification of portrait labels in 
different dimensions, uses AHP to determine the weights of different indicator items, and avoids the subjectivity 
and arbitrariness of weight factor determination.

By formally defining the network security defense capability evaluation model, it enhances the credibility and 
accuracy of the network security defense capability portrait, and provides a theoretical basis for portrait technol-
ogy.

To verify the effectiveness of the model in the construction method of the network security defense capability 
portrait, the problems of the large evaluation indicator system, the strong subjectivity of weight, and the lack of 
theory in portrait technology, this article conducts research on the “Guangxi University Network Security Data” 
provided by the Guangxi Education System Network Security Detection Center.

2   Network Security Defense Capability Portrait Construction Model

2.1   Network Security Defense Capability Portrait Construction Framework

Fig. 1. Framework for constructing network security defense capability portrait

The network security defense capability portrait construction method proposed in this paper is an evaluation 
model with risk index, defense measures index, and technical ability index as the label system. The overall model 
structure is shown in Fig. 1, which includes data cleaning and fusion, network security label system quantifica-
tion calculation, and label aggregation and portrait construction.

Data cleaning and fusion layer: Mainly includes cleaning of original data and fusion of multi-source data. 
Among them, the original data mainly includes scanned asset data, published task data, detected fingerprint data, 
and discovered vulnerability data. These datasets contain a large amount of noise, missing values, and outliers. 
Therefore, we need to clean them up, count and locate the “NaN” characters in the dataset, use the column aver-
age interpolation method to fill in the missing values, making the data more accurate and complete; by analyzing 
each column of the original data, delete all “0”, empty and duplicate columns to reduce the feature dimension. 
To improve data quality and completeness, the data from different sources are fused according to the method of 
associating IP address ports after cleaning, thereby constructing multiple dimensions.

Network security defense capability label system quantitative calculation layer: mainly completes the ex-
traction of asset elements, the quantification of dimensions and the aggregation of asset network security defense 
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capabilities. The quantification of the indicator system can intuitively reflect the actual situation of network secu-
rity defense capabilities and improve decision-making efficiency. First, the risk index is mainly obtained through 
vulnerability scanning results, mainly including the scores and vulnerability risk levels of fingerprints and vul-
nerabilities in the host layer, middleware, application layer and other fingerprints; the features of the defense 
measure index are obtained from the data in the website group, reverse proxy and honeypot deployment; the 
features of the technical capability index are first obtained from the task database and asset task scanning results, 
and then mathematical equations are used for calculation and crawler data for correlation analysis, and finally the 
feature content is obtained. Secondly, complete the quantitative calculation of the risk index, defense measure 
index, and technical ability index, and obtain specific quantitative values through mathematical calculation meth-
ods and statistical models. Finally, complete the comprehensive calculation of network security defense capabil-
ities. According to the three quantitative indicators, calculate the weight factor of each indicator item through the 
weight adjustment idea of AHP, and then aggregate the indicator items according to the weight factor to obtain 
the network security defense capability of the assets.

Network security defense capability portrait construction layer: mainly completes the aggregation of host and 
university network security defense capabilities. Among them, in the process of host network security defense 
capability aggregation, the weight of the corresponding network under each host is calculated according to the 
importance of each network, then the security defense capability of each obtained network is taken into account, 
and finally integrated into the host’s network security; the aggregation of target layer is through weighted syn-
thesis of the number of hosts contained under each target, thereby constructing a hierarchical university network 
security defense capability portrait according to the hierarchy.

In order to better understand the network security defense capability portrait assessment model, the definitions 
of each portrait system are given below:

Definition 1: Risk index, refers to the possible risk conditions in the network. Through known vulnerabilities 
and fingerprint information, these risks may be exploited to cause damage to network assets.

Definition 2: Defense measure index, refers to the main means of network vulnerability protection, these 
means mainly include the deployment of website clusters, honeypot deployment and reverse proxy deployment, 
etc.

Definition 3: Technical ability index, refers to the management and protection capabilities of the network’s 
own administrators for assets. Through their technical capabilities, the generation of vulnerabilities can be pre-
vented.

2.2   Formal Expression of Evaluation Model

(1) F refers to the set of university information. The set of university information includes multiple host nodes 
H, F= {Fh1, Fh2, …, Fhm}. For any host node Fh ∈  F, it is aggregated by the network assets it contains and the val-
ue of the assets, H = (HA, Assert). For any network asset HA in the host, it can be represented by a six-tuple (ip-
+port, L, D, T, w, re), where HA is the unique identifier of the network asset represented by ip+port; L represents 
all types of vulnerabilities existing in the network assets, including host layer, application layer, middleware and 
other categories; D is the defense measures possessed by the network assets; T is the technicality of the network 
assets; w is the weight of the network assets in the host; re is the value of the network assets.

(2) RE refers to the set of network asset values. The value of network assets refers to the services running in 
the network and the network systems running, which are assigned values according to their importance in the 
network. Any asset on the host has a value re ∈  RE all have a certain value, represented by reV.

(3) Fp refers to the set of fingerprint information. The fingerprint fp ∈  FP of any network asset can be repre-
sented as a quaternion (id, finger, c, score), where id is the unique identifier, finger is the fingerprint name, c is 
the fingerprint category, and score is the fingerprint score.

(4) A refers to the set of vulnerability information. For any vulnerability a ∈  A in the network, a four-tuple 
(id, poc, c, severity) can be used to represent it, where id is the unique identifier, poc is the vulnerability name, c 
is the vulnerability category, and severity is the level of danger of the vulnerability.

(5) D refers to the combination of defense capability information. The defense measures d ∈  D for any net-
work asset can be represented by a binary group (id, dV), where id is a unique identifier, dV is the defense capa-
bility of the defense device.

(6) T refers to the set of technical capability information. The technical capabilities t ∈  T for any network 
asset can all be represented by a quintuple (id, OS, MW, WF, VCM), where id is a unique identifier, OS is the 
technical capabilities of the operating system, MW is the technical capabilities of the middleware, WF is the 
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technical capabilities of the development framework, and VCM is the technical capabilities of the vulnerability 
handling.

SA denotes the network security defense capability, which consists of host information H, asset value RE, fin-
gerprint information Fp, vulnerability information A, defense capability D, technical capability T. It is denoted as 
SA = (H, RE, Fp, A, D, T).

3   Quantitative Calculation of Evaluation Indicators

The network security defense capability portrait is characterized by the combined effects of asset risk, defense 
measures, and technical ability, so it is necessary to quantify the risk index, defense measure index, and technical 
ability index.

3.1   Quantitative Calculation of Risk Index

The risk index of the network SA(S) refers to the potential risk situation of the network, which is mainly com-
posed of four elements: application layer, host layer, middleware, and others. This paper calculates the weights 
of each element category of risk capability according to the fingerprint category and score in the fingerprint 
database, and the average danger level of the poc vulnerabilities corresponding to these element categories. The 
process of calculating the risk index of the network is shown in equation (1)-(2):
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Where, SAj represents the risk index of the j-th class of assets. ni represents the number of fingerprints of the 
i-th element category, λi represents the proportion of fingerprints in the i-th element category, severity i represents 
the vulnerability danger level of the fingerprint corresponding to the i-th element category in the poc vulnerabili-
ty library, wi represents the weight of the risk index in the i-th element category, SeverityALi represents the danger 
level of the poc vulnerability corresponding to the fingerprint of the i-th asset under the application layer.

3.2   Quantitative Calculation of Defense Measures Index

The defense measure index of the network SA(D) refers to the protective ability of the network when facing vul-
nerability risks. The defense measure index reflects the defense ability and reliability level of the current assets 
by calculating the ratio of the defense ability dVi of the assets Xi to the overall defense ability of all assets. The 
specific calculation process is shown in equation (3). The indicators include protective measures such as reverse 
proxy deployment, website group deployment, and honeypot deployment.
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Where, dip is the quantified value of the ability of the p-th defense device owned by the i-th asset, k is the 
number of defense measures a certain asset has, n is the total number of defense measures, and k ≤ n. The indica-
tors include the deployment of reverse proxies, website clusters, and honeypots, etc.
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3.3   Quantitative Calculation of Technical Ability Index

The technical ability index of the network SA(T) refers to the management and protective ability of the network’s 
administrators for assets. The technical ability index is calculated by evaluating the security level OS(g) of the 
operating system used in the asset, the security level of the middleware MV(g), the security level of the develop-
ment framework WF(g), and the vulnerability handling ability VCM in the evaluation model. Where, according 
to the independently collected China National Vulnerability Database (CNVD) vulnerability database, the vul-
nerabilities are classified as {very dangerous, dangerous, general, safe, and very safe}, which are corresponding 
to the values of the vulnerabilities of security level OS(g), MW(g), MW(g), are classified as {very dangerous, 
dangerous, general, safe, very safe}, corresponding to the values {1, 2, 3, 4, 5}. At the same time, a segmentation 
function VCM(t) is introduced to reflect the relationship between the speed of vulnerability resolution and tech-
nical capability. Usually, the vulnerability is solved in a short time, which indicates that the technical capability 
of the asset is strong. The specific calculation process of an asset’s vulnerability handling capability is shown in 
equation (4).
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The vulnerability handling capability function is VCM(t), t representing the number of days the vulnerability 
has been unresolved, when the number of days it has been detected is less than 3 days, the vulnerability takes the 
value of 0.9. The longer the vulnerability has been unresolved, the lower the value is VCM(t), indicating that the 
vulnerability handling capability of the asset is poor.

Indicators of different nature are treated differently, with positive indicators having a positive impact on the 
target technical capacity index and negative indicators having a negative impact.
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Where, aos(g)j is the dimensionless way of the security level of the operating system if it is a positive indicator, 
the dimensionless way of the security level of the operating system bos(g)j if it is a negative indicator, xos(g)j is the 
raw indicator value of the j-th evaluation object of OS(g), xos(g)min is the minimum value, and xos(g)max is the maxi-
mum value.

Since the elements of the technical ability index of assets are quantitative data, the improved entropy 
weight-variation coefficient method is used to calculate the weights of various factors and reduce the subjectiv-
ity of the evaluation process [25]. The specific calculation process of the technical ability index of the network 
includes dimensionless, modified entropy weight method weight calculation, variation coefficient method weight 
calculation and weight fusion calculation, and the specific calculation process of the technical ability index of the 
network is shown in equations (6)-(11).

( 4)
( ( )

( ( )
( 4)

( ( )
1

10

( 10 )

OS g j
OS g j n

OS g j
j

a
P

a

−

−

=

+
=

+∑  . (6)

( ) ( ) ( )
1

* ( ln )
n

OS g OS g j OS g j
j

H K P P
=

= − ∑  . (7)



281

Journal of Computers Vol. 35 No. 3, June 2024

( )
( )

1
(1 )

OS g
OS g

i

H
w

H
−

=
−∑  . (8)

Where, to prevent meaningless logarithmic operations during the calculation, POS(g)j is the proportion of the 
optimized indicator value, k = (ln n)-1, HOS(g) is the entropy value of OS(g), and wOS(g) is the weight of the OS(g) 
element.

Let σOS(g) represent the standard deviation of the security level of the operating system, xOS(g) represent the 
mean value of the data in the OS(g) column, vos(g) represent the coefficient of variation obtained in the OS(g) 
column, and wOS(g) represent the weight of the indicator in the OS(g) column, and the coefficient of variation is 
calculated by the following equation:
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Finally, the combined weights are obtained by combining the weights of the two methods according to the 
preference coefficients.

( ) ( ) ( )(1 )OS g OS g OS gw λσ λ β= + −  . (11)

Where, σOS(g) is the variation coefficient weight, βOS(g) is the entropy weight, λ is the preference coefficient, and 
wOS(g) is the comprehensive weight.

The weights of each element are calculated using the improved entropy weight-variation coefficient method, 
and the technical ability index is calculated according to equation (12).
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Where, SA(T) is the quantified value of the technical ability of the network, and α, β, γ, δ are the weights of 
the security levels of the operating system, middleware, development framework, and vulnerability handling ca-
pability, respectively.

4   Determination of Dimension Weighting Factors

The determination of the evaluation index weight factor is mainly based on the idea of the analytic hierarchy 
process to determine the weight, and the weights of the risk index dimension, defense measure index dimension, 
and technical ability index dimension are solved. The specific process includes establishing a judgment matrix, 
calculating index weights, calculating the maximum eigenvalue, and conducting a consistency check in four parts 
[26]. The following will elaborate on the four parts in detail.

4.1   Constructing a Judgment Matrix

This paper adopts the hierarchical analysis method to determine the weight of each index, from the AHP hier-
archical analysis process can be known as the comparison object for the riskiness index, the defense measures 
index, the technical ability index three parts, the index vector W = [SA(A), SA(D), SA(T)] T. Compare the im-
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portance between them two by two to determine the degree of priority. Based on the satty ratio nine scale system, 
we can get the pairwise comparison matrix H composed of the ratio of each index as:
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4.2   Compute the Weight Vector

The computation of eigenvectors can be obtained by normalizing the column vectors after arithmetic or geomet-
ric averaging [27], in this paper, we use arithmetic averaging to compute the specific computation process:
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4.3   Maximum Eigenvalue Calculation

Since the matrix H is consistent and inverse, the eigenvalues of the matrix H are obtained by right-multiplying 
the matrix H with the weight vector W, and since the matrix H is a positive matrix, there exists a maximum ei-
genvalue λmax=n that is not zero, as shown in the following equation:

The maximum eigenvalue is calculated by the equation:
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Where (HW)i is the i-th element of HW.

4.4   Consistency Test

To ensure the accuracy and rigor of the assessment, the results must be tested for consistency. A judgment matrix 
is considered to have an acceptable level of inconsistency if CR < 0.1 [28].
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Where, RI is the random consistency index, which is obtained from the table based on the order of the matrix 
H. When n=3, RI=0.58. CI is the consistency index, which is determined by the largest eigenvalue and the order 
of matrix H.
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5   Portrait Aggregation

Since we have obtained the quantified values and weights of each dimension of the assets, we need to further 
analyze and aggregate the network assets [29]. According to the hierarchical thinking, this article aggregates the 
overall network security defense capability portrait of each university by constructing an asset network security 
defense capability portrait.

5.1   Evaluation Indicator Aggregation

The network security defense capability portrait of assets includes dimensions such as risk index, defense mea-
sures index, and technical ability index, and the technical ability index is calculated according to equation (19).

( ) * ( ) * ( ) * ( )
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= + +
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 . (19)

5.2   Target Layer Aggregation

In network assets, the information reflected by different assets of the same host is different, and their asset values 
are also different, and their importance in the network is also different. Therefore, asset weight is used to reflect 
the importance of network assets on the host, and the importance of network assets is generally the sum of the 
values of various resources on the assets. The specific calculation process is shown in equation (20).
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Where, n is the number of resources owned by asset i, reVik is the value of the k-th resource of host i, 
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is the total value of the i-th network asset, m is the number of network assets owned by a host, and wi is the im-
portance of network asset in all network assets of the host.

The network security defense capability of the host is composed of the network security defense capabilities 
of various assets under the host, and is obtained by merging according to the weight of each network asset in the 
host. The specific calculation process is shown in equation (21).
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Where n is the number of network assets owned by the host, wi is the weight of the i-th network asset, 
SA(Asset) is the network security defense capability value of the asset, and SA(H) is the network security de-
fense capability value of the host.

The network security defense capability of the university is our final goal. It is reflected by the network secu-
rity defense capability of the host nodes owned by the school, and is obtained by the weighted sum and fusion of 
various hosts. The specific calculation process is shown in equation (22). Where, n is the number of hosts owned 
by the university, and SA(F) is the overall network security defense capability of the university.
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6   Experimental Results and Analysis

This paper uses python to write the university network security defense capability portrait model and uses SQL 
to store real data, and uses python and SQL to interact for experimental testing. The experimental environment is 
a Windows host, and the processor is an AMD Ryzen 5 5600H with Radeon Graphics.

6.1   Experimental Data

To verify the practical utility of the network security defense capability portrait construction model proposed in 
this article, this article uses the “Guangxi University Network Security Data” provided by the Guangxi Education 
System Network Security Detection Center for research. The experimental data includes asset data, fingerprint 
data, vulnerability data, and task data, etc. The asset data features include domain name, IP, port, asset fingerprint 
label, operating system, vulnerability, defense device, asset service information, update time, etc.; fingerprint 
data features include fingerprint manufacturer, fingerprint type, fingerprint name, fingerprint year, fingerprint 
category, fingerprint service, fingerprint label, fingerprint score, etc.; vulnerability data features include vulnera-
bility type, vulnerability name, vulnerability type, vulnerability name, disclosure time, danger level, vulnerability 
description, solution, etc.; task data features include task creation time, end time, university name, task period, 
task progress, vulnerability situation, etc.

Since the experimental data involves many assets, a random quantitative analysis and visualization of the data 
of 5 universities in the Guangxi University Network Security Dataset are conducted. Among the selected 5 uni-
versities, University A has 1 host and 26 assets; University B has 1 host and 112 assets; University C has 3 hosts 
and 61 assets; University D has 7 hosts and 21 assets; University E has 2 hosts and 6 assets. By selecting data, 
a comprehensive assessment of the quantitative results of the security defense capability of the model in actual 
universities is conducted. In order to avoid data leakage, this article desensitizes the names of universities and IP 
addresses in the data.

6.2   Experimental Results

In accordance with the model design requirements of this paper, first, in the data cleaning and fusion layer, the 
original data is cleaned, and useful data such as asset type, honeypot and reverse proxy are extracted from the 
json format data in the data column of asset data; replace illegal characters in the data set; delete duplicate asset 
data; Convert and calculate time data with python’s time package; The value of OS column is “NaN”, and the 
average value of different assets under the same host will be used to insert. Secondly, the multi-source data fu-
sion method based on IP address port association is used to merge data from different sources into a unified data 
source with the same data pattern. Finally, using the different dimension capability evaluation algorithm intro-
duced in Section 3, calculate the different evaluation indicators of various universities.

Fig. 2. Different dimension ability values of each asset in university C



285

Journal of Computers Vol. 35 No. 3, June 2024

Fig. 3. Distribution diagram of different dimension ability for each asset

Taking an asset of University C as an example, the asset has a vulnerability of remote code execution in the 
wisdom platform Home Page Config. Ashx, a reverse proxy defense device, a system of Microsoft Windows, a 
vulnerability handling time of 10 days, and a service of platform login system. Based on the above information, 
equation (1) is used to get SA(A) = 0.6738. Use equation (2) to get SA(D) = 0.625. Use the improved entropy 
weight-coefficient of variation method to calculate SA(T) = 0.1478.

Based on the above calculation method, the network security defense capability values of various assets of 
University C are shown in Fig. 2, and University C has a total of 2 hosts and 11 assets. Through data analysis, it 
is found that the 2nd, 8th, and 11th assets have no defense equipment, so SA(D) = 0 for these network equipment 
assets. Because the 5th, 6th, and 10th assets detected vulnerabilities, the network risk indices of these three as-
sets are SA(A5) = 0.6738, SA(A6) = 0.9894, and SA(A10) = 0.9894 respectively. At the same time, the 1st and 8th 
assets have no recent vulnerability behavior and the security levels of the operating system and middleware are 
high. The network technology capability index of these two are SA(T1) = 0.608, SA(T8) = 0.829 respectively.

After the abilities of each dimension are calculated, it is necessary to aggregate the dimensions. First, this 
article uses the weight factor calculation method in Section 4 to calculate the weight factors of each dimen-
sion. According to the calculation results of the indicators, the weights of different assets in each dimension of 
University C are calculated. In order to evaluate the reasonableness of the above weight factors, according to 
equation (18), the consistency ratio at each moment is calculated. If the consistency ratio indicator CR is all be-
low 0.1, it indicates that the calculation of the weight factor is reasonable.

Taking the first asset of University C as an example, according to the method of determining the weight factor, 
the consistency ratio is calculated to be CR=0.05156, indicating that the weight factor is reasonable. The values 
of the weight index α, β and γ are 0.196, 0.311, and 0.493, respectively, so the network security defense capabili-
ty of the first asset is SA(Asset) = 0.196 * 1 + 0.493 * 0.608 + 0.63 * 0.311 = 0.69.

Similarly, the abilities of different dimension indicators of other universities’ network assets can be calculated. 
The specific results are shown in Fig 3. According to the importance weight of network assets, using equations 
(4)-(7), the network security defense capability values of assets, host network security defense capability values, 
and the safety defense capability value of University C are calculated to be SA(H1) = 0.639, SA(Fc) = 0.566, re-
spectively. The network security defense capabilities of other universities at various levels are shown in Fig 5.

Looking at the overall network security defense capabilities of universities, each university shows unique 
advantages and areas that need to be improved. Among them, the network defense capability of University A 
shows a bipolar characteristic, the number of defense devices of some assets is sparse, leading to a lower over-
all defense capability, while other assets have abundant defense devices and have outstanding network security 
defense levels. The network defense capabilities of University B’s assets are generally stable at around 0.7, but 
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there are also a few assets with defense capabilities below 0.45, which is mainly due to its insufficient overall 
defense capabilities and generally low indices in each dimension. For University C and D, the network security 
defense capabilities of their assets mainly fall below 0.7, which is mainly due to their limited number of defense 
devices and relatively backward technical capabilities, unable to update tool versions in time. Finally, the overall 
network security defense capability of University E is extremely low, and the defense capabilities of its assets in 
each dimension are almost zero, suggesting that University E may not pay enough attention to asset protection.

 

Fig. 4. Network security capability portrait indicator system

Fig. 5. Network security capability values at different levels

6.3   Experimental Analysis

This article first processes real network security data according to the proposed network security defense capa-
bility portrait model, and merges different sources of data into a unified data source with the same data pattern 
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through the method of associating IP address ports. Secondly, basic elements are selected for the fused data, and 
effective quantitative evaluation is carried out on the network risk index, defense measure index, and technical 
ability index of the assets. Finally, the weights of different dimensions are calculated according to statistical 
methods and aggregated.

Three network security capability portrait indicator systems selected through Fig. 4 show that although there 
is no vulnerability threat in the first asset, its website cluster, middleware, honeypot, reverse proxy, and system 
scores are relatively low, resulting in the network security defense situation of this asset is still not ideal. This 
shows that the evaluation of network security capabilities is multifaceted, and all aspects must be well done in 
order to get a secure network environment. The middleware score in each asset’s network and the honeypot situ-
ation are relatively low, indicating that the defense measures level of each university is relatively weak and needs 
to be further strengthened.

By quantifying the ability indicators of each dimension and comparing them with the actual situation, it can be 
considered that the constructed risk index, defense measure index, and technical ability index three-dimensional 
evaluation indicators can effectively solve the problem of large indicator system, where the larger the ability val-
ue, the better the security situation. The model’s safety ability values for different dimensions of University C are 
shown in Fig. 2.

Through the analytic hierarchy process to calculate the weights of different dimensions, according to the actu-
al situation of each asset, calculate the weights of different dimensions of each asset, and judge the effectiveness 
and rationality of the weight factors by calculating the consistency ratio CR of each asset. Finally, the network 
security defense capability portrait of universities is calculated and constructed according to the importance of 
different assets in reality. The actual network security defense capability of the assets and the calculation results 
in Fig. 5 show that vulnerabilities were found in Universities B, C, D, and E in the target layer during the vul-
nerability scanning process, with fewer defense devices, and it takes about 10 days to handle the vulnerabilities 
after they are discovered. The risk indices of these targets are poor, and the defense measure indices and techni-
cal ability indices are significantly reduced. At the same time, although University A has no vulnerabilities, its 
overall security defense capability is still not the best, mainly because its defense measure index and technical 
ability index are poor. These evaluation results are consistent with the actual detection results of the universities. 
The experimental results show that the construction method that integrates the analytic hierarchy process and the 
ability portrait technology can reflect the network security defense capabilities of each university under real con-
ditions, proving the accuracy and effectiveness of the network security defense capability evaluation model and 
the fusion of the ability portrait.

7   Conclusion

In view of the issues such as the overly large multi-question evaluation indicator system in the construction of 
network security defense capability portraits, the strong subjectivity of weight allocation, and the lack of suffi-
cient theoretical support for profiling technology. This paper proposes an innovative and practical solution, which 
cleverly combines hierarchical network security defense capability evaluation with feature analysis technology, 
aiming to reduce redundancy, simplify the evaluation indicator system, and thus more accurately measure net-
work security defense capabilities.

For better quantitative analysis, we rely on network security knowledge and statistical methods to achieve the 
quantification of portrait labels in different dimensions. This not only helps us to understand the importance of 
each dimension more deeply, but also provides us with a scientific method to measure and evaluate them.

In terms of weight allocation, we use the AHP to determine the weights of various indicator items. This meth-
od constructs a matrix, compares the relative importance of weights, thereby avoiding the subjectivity and arbi-
trariness in the process of determining the weight coefficient, making the weight allocation more objective and 
accurate.

Experiments were carried out on the “Guangxi University Network Security Dataset” provided by the 
Guangxi Education System Network Security Detection Center, and good results were obtained. The experiment 
shows that the construction method of the university network security defense capability portrait based on AHP 
effectively solves the problems of a large indicator system, difficulty in quantitative calculation, and strong sub-
jectivity of weights. Therefore, this research has strong practicality and feasibility. However, this research also 
has certain limitations.

Despite achieving certain results in building cybersecurity defense capability portraits, this study has its lim-
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itations. To overcome these limitations, future work will focus on expanding the diversity and quality of the 
dataset, exploring the use of open-source and crowdsourced data, while ensuring data quality and privacy pro-
tection. This will help build a more comprehensive and diverse dataset, providing a solid data foundation for 
the construction of cybersecurity defense capability portraits. Moreover, with the rapid development of artificial 
intelligence technologies, future research will explore the application of these advanced algorithms to the AHP 
and other related assessment methods to enhance the automation and accuracy of the evaluation process. By col-
lecting and integrating cybersecurity datasets from different industries and domains, the model’s generalization 
ability will be enhanced, ensuring adaptability to various network environments and security challenges. Such a 
comprehensive approach will help improve the credibility and accuracy of cybersecurity defense capability por-
traits, making a greater contribution to the development of the cybersecurity field.
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