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Abstract. Based on evidence-based teaching theory, this paper explores the evaluation method of teaching 
effectiveness in higher education. This study aims to develop a comprehensive assessment model that com-
bines students’ psychological conditions with their academic performance. We employ a bidirectional LSTM 
network to analyze a large amount of historical data from online courses, establish a decision-support model, 
and identify key factors affecting academic performance through interpretable analysis. The empirical study 
uses statistical methods such as the Wilcoxon rank-sum test to verify the predictive accuracy of the model. 
The findings demonstrate a causal relationship between students’ psychological conditions and teaching per-
formance, providing a new research perspective for evaluating teaching effectiveness in colleges and universi-
ties.
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1   Research Background

The evaluation of teaching effectiveness in higher education has been a central concern for universities for 
decades, reflecting the ongoing quest for quality assurance and improvement in academic institutions [1-3]. 
Traditionally, the assessment of teaching effectiveness has predominantly relied on students’ final grades as the 
primary indicator of successful instruction. However, this approach has been increasingly recognized as limited, 
failing to capture the multifaceted nature of effective teaching and learning. Concurrently, the relationship be-
tween college students’ psychological conditions and their academic performance has emerged as a critical area 
of research in educational studies [4-6]. This focus acknowledges the complex interplay between mental well-be-
ing and academic achievement, suggesting that psychological factors may significantly influence learning out-
comes. In response to these evolving perspectives, researchers have begun to explore more sophisticated methods 
of evaluation. For instance, Xinfang Ding et al. have leveraged machine learning algorithms to mine psycholog-
ical and academic data, developing predictive models for academic performance [7-8]. This approach represents 
a shift towards more data-driven, holistic assessments of student success. Similarly, Zhen Hu et al. proposed an 
innovative methodology using random cluster sampling to survey middle school students in Beijing [9]. Their 
custom-designed questionnaire for anonymous self-administered surveys aimed to assess both students’ learning 
difficulties and psychological health, highlighting the growing recognition of the interconnectedness of these fac-
tors. Despite these advancements, there remains a notable gap in research specifically attributing the evaluation 
of college students’ learning outcomes to their psychological health education, particularly studies that analyze 
the relationship between college students’ psychological health and academic performance using longitudinal 
growth data.

Educational psychology provides a robust theoretical foundation for advancing research in teaching effective-
ness evaluation [17-18]. It suggests that research should be firmly grounded in learning psychology and cognitive 
psychology, leveraging modern information processing theory and computer technology [21-22]. This approach 
emphasizes the critical importance of designing effective learning environments that align with students’ cogni-
tive processes and psychological needs. The assessment of teaching effectiveness, therefore, should be intrinsi-
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cally linked to students’ learning psychology and behavior, a perspective that closely aligns with the core princi-
ples of constructivist educational psychology [23]. This theoretical framework posits that learning is an active, 
context-dependent process where students construct knowledge based on their experiences and interactions with 
their environment. In recent years, domestic educational researchers have proposed innovative evaluation meth-
ods that incorporate psychometrics, computer-based evaluation design, educational data mining, and machine 
learning [11, 24-25]. These approaches aim to develop game-based evaluations that comprehensively measure 
students’ diverse skills, moving beyond traditional assessment methods to capture a more holistic view of stu-
dent capabilities [26]. On the international front, researchers have advocated for the establishment of teaching 
effectiveness evaluation systems based on positive psychological assessments [27-29]. This approach involves 
creating evaluation matrices that assess course quality through quantitative data, emphasizing the importance of 
fostering positive psychological states in the learning process. These developments reflect a growing recognition 
of the need for more nuanced, multidimensional approaches to evaluating teaching effectiveness.

The concept of evidence-based teaching evaluation has emerged as a promising framework for addressing 
the complexities of assessing teaching effectiveness in the modern educational landscape [19-20]. As a subset 
of evidence-based education, it integrates teaching evaluation theories, data science technologies, and teaching 
analysis methods to provide a comprehensive approach to assessment [11]. This methodology involves collecting 
and analyzing a wide range of teaching data to perform multidimensional assessments and measurements of both 
the teaching process and its effectiveness. The integration of evidence-based teaching theories with big data in 
education offers new foundations for evaluating teaching effectiveness, allowing for more precise, data-driven 
insights into the factors that contribute to successful learning outcomes. This approach aligns with the broader 
trend towards evidence-based practices in education, which emphasizes the importance of grounding pedagogical 
decisions in empirical evidence and rigorous analysis.

Building upon these theoretical and methodological advancements, this paper proposes a novel teaching ef-
fectiveness evaluation method based on deep interpretable learning. This approach represents a significant step 
forward in the field, combining the strengths of evidence-based teaching concepts with cutting-edge machine 
learning techniques. The proposed method includes an analytical framework for teaching effectiveness evalua-
tion that is firmly rooted in evidence-based teaching concepts, providing a structured approach to assessing the 
multiple dimensions of effective teaching. Additionally, it offers a comprehensive evaluation method for teaching 
that leverages deep learning algorithms to analyze complex patterns in educational data. The effectiveness of this 
method in attributing teaching outcomes is then rigorously validated through empirical research, demonstrating 
its potential to provide more accurate and nuanced assessments of teaching effectiveness. This innovative ap-
proach holds promise for revolutionizing how educational institutions evaluate and improve their teaching prac-
tices, ultimately leading to enhanced learning outcomes for students.

2   A Teaching Effectiveness Evaluation Method Based on Deep Interpretable Learning

This section forms the core of this research, aiming to provide a comprehensive and innovative framework for 
educational assessment. This section integrates evidence-based teaching concepts with deep learning technolo-
gies to design a scientifically rigorous and practical evaluation system. The method not only considers traditional 
teaching indicators but also incorporates students’ psychological health status and online learning behaviors to 
assess teaching effectiveness holistically. By introducing deep interpretable learning techniques, this approach 
offers more precise and explainable evaluation results, providing powerful decision support for educators and ad-
ministrators.

The section is divided into two main sections, each with its unique design philosophy and content focus. The 
first part (Section 2.1) introduces an analytical framework based on evidence-based teaching concepts, designed 
to create a cyclical, multidimensional evaluation system. It encompasses five key components: offline psycho-
logical assessment, teaching implementation, online data collection, effectiveness evaluation, and feedback inter-
vention, emphasizing the continuity and comprehensiveness of the evaluation process. The second part (Section 
2.2) elaborates on the specific evaluation method based on deep interpretable learning, with a design philosophy 
of applying advanced machine learning techniques to educational assessment. This section covers the complete 
workflow from data collection and preprocessing to model construction and interpretability analysis. Notably, it 
introduces bidirectional LSTM networks [30-31] to capture complex patterns in educational data and employs 
gradient vector methods for model interpretation, providing more transparent and credible evaluation results. 
Through this design, the section not only offers a theoretical framework but also presents a practical technical 
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solution, bringing new perspectives and methodologies to the field of educational assessment.
The teaching effectiveness evaluation method based on deep interpretable learning proposed in this study of-

fers several significant advantages over traditional methods: Firstly, it integrates students’ psychological health 
status, online learning behaviors, and learning outcomes, providing a comprehensive assessment framework 
that overcomes the limitations of traditional methods focusing on single dimensions. Secondly, the adoption of 
bidirectional LSTM networks enables the capture of complex temporal patterns in students’ learning processes, 
greatly enhancing prediction accuracy. Moreover, the interpretability of this method transforms the assessment 
results from a “black box” into understandable insights, allowing educators to identify key factors influencing 
teaching effectiveness and formulate targeted improvement strategies. Lastly, this method establishes a cyclical 
evaluation system capable of continuously optimizing teaching practices, a feature absent in traditional static as-
sessment methods. Overall, this study presents a more scientific, dynamic, and comprehensive new approach to 
teaching evaluation in higher education.

2.1   Analytical Framework of Teaching Effectiveness Evaluation Method Based on Evidence-Based 
Teaching Concepts 

The evidence-based teaching evaluation method represents an innovative approach to educational assessment, 
with a primary focus on enhancing the effectiveness of moral education. This method ingeniously adopts the 
course’s starting and ending points as the evaluation cycle, seamlessly integrating both offline and online teach-
ing scenarios. By incorporating psychological assessments, teaching implementation, data acquisition, teaching 
effectiveness evaluation, and feedback interventions, it creates a cyclical, multifaceted, and comprehensive teach-
ing evaluation system [10-11], the analytical framework is shown in Fig. 1:

1. Offline Psychological Assessment:
This crucial component involves regular psychological health evaluations of students, utilizing a variety of 

tools including surveys, psychometric instruments, and behavioral observations. The primary objectives are to 
gain real-time insights into students’ mental states and emotional fluctuations, enable teachers and educational in-
stitutions to monitor students’ psychological well-being proactively, identify potential psychological issues early 
for timely interventions, and create a supportive learning environment that considers students’ mental health as a 
key factor in educational success.

2. Offline Teaching Implementation:
This component focuses on evaluating the teacher’s classroom activities and pedagogical methods. The as-

sessment encompasses various aspects such as the teacher’s instructional design and lesson planning, interaction 
techniques and guidance methods employed during the teaching process, classroom management skills and abil-
ity to create an engaging learning atmosphere, use of diverse teaching aids and technologies to enhance learning 
experiences, and adaptability in addressing different learning styles and student needs.

3. Online Teaching Platform Data Acquisition:
Leveraging the power of digital technology, this component involves the systematic collection of data from 

online teaching platforms. The data gathered includes student learning behaviors and patterns, progress tracking 
across various subjects and topics, assignment submission rates and quality, participation levels in online dis-
cussions and collaborative activities, and time spent on different learning materials and activities. This wealth of 
objective data provides invaluable insights for evaluating teaching effectiveness and student engagement in the 
digital learning environment.

4. Teaching Effectiveness Evaluation:
This comprehensive evaluation is conducted through multiple assessment methods, including traditional mea-

sures such as exam results and assignment quality, classroom performance and participation metrics, student 
self-evaluations to gauge perceived learning and satisfaction, peer and teacher evaluations for a 360-degree as-
sessment approach, and predictive analytics using integrated data from both offline and online learning processes 
to forecast teaching outcomes and identify areas for improvement.

5. Teaching Effectiveness Feedback and Intervention:
Based on the evaluation results, this component focuses on providing timely and constructive feedback to stu-

dents, empowering them to adjust and enhance their learning strategies, guiding teachers in refining their peda-
gogical approaches and addressing identified weaknesses, enabling educational institutions to implement targeted 
teaching interventions, facilitating the reallocation of resources to areas of greatest need, and fostering a culture 
of continuous improvement in the educational process.



80

A Teaching Effectiveness Evaluation Method Based on Deep Interpretable Learning

Fig. 1. Analytical framework of the teaching effectiveness evaluation method based on evidence-based teaching concepts

The evidence-based teaching evaluation method is designed as a cyclical process, with each evaluation cycle 
informing and influencing the next, creating a continuous loop of improvement. This iterative approach ensures 
that teaching methods are constantly refined based on empirical evidence, student needs are regularly reassessed 
and addressed, and the educational system remains adaptive and responsive to changing requirements. A key 
strength of this evaluation method is its integration of intelligent technology and data science, ensuring the scien-
tific rigor of the evaluation process, enhanced objectivity in assessments, the ability to process and analyze large 
volumes of data for meaningful insights, and predictive capabilities to anticipate future trends and challenges in 
education. In summary, the evidence-based teaching evaluation method represents a significant advancement in 
educational assessment. By creating a cyclical, multifaceted, and comprehensive evaluation system that focuses 
on students’ learning outcomes and teaching optimization, it addresses the complex needs of modern education. 
The integration of offline and online teaching scenarios, coupled with the leveraging of intelligent technology 
and data science, ensures that the teaching evaluation process is scientific, professional, and objective [11]. This 
approach not only enhances the quality of education but also prepares educational institutions to meet the evolv-
ing challenges of the 21st-century learning landscape.

2.2   Teaching Effectiveness Evaluation Method Based on Deep Interpretable Learning

The higher education information system in this study adopts a multi-layer architectural design aimed at compre-
hensive assessment and analysis of teaching effectiveness. The system consists of five main layers: data acquisi-
tion, data integration, data processing and analysis, application services, and user interface. The data acquisition 
layer collects student learning behavior and performance data through multiple subsystems such as the student 
information system, online learning platform, and library system. The data integration layer uses ETL tools and 
data warehouse technology to integrate and store data from different sources. The data processing and analysis 
layer utilizes big data processing frameworks and machine learning algorithms to perform in-depth analysis on 
the integrated data. The application service layer provides functions such as teaching effectiveness evaluation, 
student profiling, and learning recommendations based on the analysis results. The user interface layer offers in-
tuitive data visualization and interactive interfaces for teachers, students, and administrators. The entire system 
adopts a microservices architecture, ensuring flexibility and scalability, while implementing strict data security 
and privacy protection measures.

The teaching effectiveness evaluation method based on deep interpretable learning involves the following key 
steps:

(1)	 Data Collection from Information Systems 
Data is gathered from various sources, including information on college students’ psychological conditions, 

their course grades during their time at the university, and graduation information. The data collection process 
for this study involved three primary information systems: the Student Management System, the Moodle online 
learning platform, and a psychological health assessment system. Data collection spanned several semesters, 
encompassing multiple dimensions of student information. From the Student Management System, we extracted 
basic student information such as student ID, gender, and admission scores. The Moodle platform provided rich 
learning behavior data, including weekly online learning duration, frequency of discussion posts, and assignment 
submission status. This data was exported weekly using Moodle’s built-in data export function. Psychological 
health assessments were conducted at three time points: the beginning, middle, and end of the semester, with 
students completing the questionnaire online. Additionally, we collected performance data from six periodic as-
sessments as indicators of learning outcomes. All data was stored in CSV format and de-identified to protect stu-
dent privacy. The data collection process strictly adhered to the school’s ethical review regulations and obtained 
informed consent from students. To ensure data quality, we employed automated scripts for data cleaning and 
validation, eliminating incomplete or obviously erroneous records. This comprehensive data collection process 
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laid a solid foundation for subsequent deep learning analysis.
(2) Preprocessing of Student Personal Data:
a) Encoding Issues: For instance, when dealing with students’ psychological conditions, the results of psycho-

logical scales are categorized into three states: mentally healthy, mildly anxious, and severely anxious, or other 
issues. Discrete data are encoded using one-hot encoding, which generates a feature representation for psycho-
logical conditions as {001, 010, 100}. Here, 001 corresponds to being mentally healthy, 010 to mild anxiety, 
and 100 to severe anxiety, among other conditions. One-hot encoding is employed to facilitate the handling of 
real-number data by deep neural networks and to expand the dimensionality of the input features.

b) Data Normalization: Different courses may have different grading scales. For example, the grading scale for 
an English course might differ from that of a specialized course, and this variation is closely related to the nature 
of the courses. Such differences in scale could affect the results of the deep learning classification model used for 
analysis, so data normalization is necessary. The purpose of normalization is to constrain the preprocessed data 
within a specific range (e.g., [0,1] or [-1,1]) to eliminate adverse effects caused by anomalous data samples.

Suppose there are n samples, each with d features, forming an n×d data matrix X. The goal is to map each fea-
ture value in X to a new range, such as [0,1] or [-1,1]. We use Min-Max Normalization, which is calculated using 
the following formula:
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Where x_i represents the original feature value of the i-th sample, min(x) and max(x) denote the minimum 
and maximum values of that feature, respectively. x_i^' is the normalized feature value, which is mapped to the 
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Where μ and σ represent the mean and standard deviation of the feature, respectively.
c) Handling Missing Data: Missing data is an inevitable issue in the original dataset, and different strategies 

are employed to address this depending on the type of data. For example, if a student’s grade for a particular 
course is missing, the data is completed using a mean imputation method. This approach fills in the missing data 
with similar values, ensuring the sample size is maintained.

(3) Building a Decision Model Based on Historical Data:
The preprocessed data serves as input for modeling historical data, a crucial step in this evidence-based teach-

ing effectiveness evaluation method. The appropriate selection of a deep learning classification method is funda-
mental to completing the model creation. In this study, we propose a semantic feature learning model based on 
Bidirectional Long Short-Term Memory (Bi-LSTM) networks.

LSTM networks are chosen for several compelling reasons:
Effective Capture of Latent Semantic Information: LSTM networks can capture latent semantic information 

more effectively than traditional Recurrent Neural Networks (RNNs). This capability is particularly important in 
the context of educational data, where complex relationships between various factors influencing student perfor-
mance need to be understood [12].

Superior Classification Results: The enhanced ability to capture and retain relevant information over long 
sequences leads to better classification results, which is crucial for accurately evaluating teaching effectiveness 
[13].

Mitigation of Vanishing and Exploding Gradients: LSTM networks use gating mechanisms to control the 
flow of information, effectively addressing the vanishing and exploding gradient problems that plague traditional 
RNNs. This feature ensures stable training and more reliable results.

The basic LSTM unit consists of four main components:
Forget Gate: This gate determines how much of the previous memory information should be retained. It helps 

the network to discard irrelevant information from the past, allowing it to focus on more recent and relevant data.
Input Gate: The input gate controls how much new information at the current time step should be added to the 

Memory Cell. This selective addition of new information helps the network to maintain a balance between re-
taining important past information and incorporating new, relevant data.
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Output Gate: This gate determines how much information should be output from the Memory Cell. It allows 
the network to selectively expose the internal state, providing only the most relevant information for the current 
prediction or classification task.

Memory Cell: The Memory Cell is the core component of LSTM, capable of maintaining long-term memory 
information. It acts as a reservoir of information, allowing the network to retain important features over long se-
quences.

The interaction of these components can be described mathematically as follows:

( )1,t f t t ff W h x bσ −= ⋅ +  

( )1,t i t t ii W h x bσ −= ⋅ +  

( )1,t o t t oo W h x bσ −= ⋅ +  

( )1 1tanh ,t t t t c t t cc f c i W h x b− −= + ⋅ +   

( )tanht t th o c= 

Where:
	● ft, it, ot are the forget, input, and output gates respectively
	● ct is the cell state
	● ht is the hidden state
	● xt is the input at time t
	● W and b are weight matrices and bias vectors
	● σ is the sigmoid function
	● denotes element-wise multiplication

While LSTM units are powerful, they have a limitation: information can only propagate forward. This means 
that the information at time step t + 1 depends only on the input information before time step t. To overcome 
this limitation and enable the model to utilizt both past and future context, we introduce Bi-LSTM networks. Bi-
LSTM is a variant that builds on unidirectional LSTM, designed to utilize bidirectional context information in 
sequences. It contains two LSTM layers: 

Forward LSTM: Processes the input sequence from left to right.
Backward LSTM: Processes the input sequence from right to left.
This bidirectional processing allows the network to simultaneously leverage the context information from 

both directions in the sequence. The output at each time step is typically a concatenation or a combination of the 
outputs from both forward and backward LSTMs. Mathematically, we can represent the Bi-LSTM as:

( )1LSTM ,t t th x h −=
 

( )1LSTM ,t t th x h +=
 

( ),t t ty f h h=
 

Where:
	● th


 is the forward hidden state

	● th


 is the backward hidden state

	● ty  is the output at time t
f is a function combining the forward and backward states (e.g., concatenation)
The Bi-LSTM model offers several advantages for evaluating teaching effectiveness:

	● Comprehensive Context Understanding: By processing sequences in both directions, Bi-LSTM can cap-
ture a more comprehensive understanding of the context in educational data. This is particularly useful for 
understanding the complex interplay of factors affecting student performance over time.

	● Improved Feature Extraction: The bidirectional nature of the model allows for more nuanced feature 
extraction, potentially uncovering subtle patterns in student data that might be missed by unidirectional 
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models.
	● Enhanced Predictive Power: The ability to leverage both past and future context often leads to improved 

predictive performance, which is crucial for accurately evaluating teaching effectiveness and predicting 
student outcomes.

	● Flexibility in Handling Variable-Length Sequences: Bi-LSTM can effectively handle variable-length se-
quences of student data, accommodating different educational timelines and data collection frequencies.

	● By employing this Bi-LSTM-based semantic feature learning model, we aim to create a robust and accu-
rate system for evaluating teaching effectiveness, capable of capturing the complex, time-dependent rela-
tionships inherent in educational data.

In selecting a deep learning model, we considered various options including Feedforward Neural Networks 
(FNN), Convolutional Neural Networks (CNN), and Recurrent Neural Networks (RNN). However, the Bi-LSTM 
model was ultimately chosen due to its advantages: effective capture of long-term dependencies crucial for an-
alyzing student performance across entire semesters; bidirectional processing capability allowing simultaneous 
consideration of past and future contextual information; flexibility in handling variable-length sequence data, 
which aligns with the characteristics of educational data; and strong noise resistance, helpful in filtering out oc-
casional fluctuations in educational data. In comparison, FNNs struggle to capture temporal dependencies, CNNs 
are more suited to spatially structured data, and traditional RNNs often suffer from the vanishing gradient prob-
lem in long sequences. Consequently, the Bi-LSTM model demonstrates significant advantages in processing the 
educational time-series data in this study, capable of better capturing complex patterns and long-term trends in 
students’ learning processes.

(4) Interpretability Analysis of the Decision Model: 
Conducting interpretability analysis on the decision model helps make the black-box model more transpar-

ent, identifying dependencies within the decision model and providing a basis for subsequent decision-making. 
Gradient vectors are used for interpretability analysis of the deep neural network [14-16]. The interpretability 
analysis framework is illustrated in Fig. 2.

Fig. 2. Interpretability analysis framework for the graduate status classification model

In the black-box model’s deep neural network, gradient-based attribution analysis can be intuitively used to 
identify the features in the input feature space that have a significant influence. However, naive gradients can suf-
fer from gradient saturation, where gradients fail to reflect meaningful information. For example, when analyzing 
graduate information T, which is represented by multiple information fields W, the impact of different fields W 
on the classification result varies.

When a change is applied to a field W, it causes a corresponding change in y, denoted as y+∆y. For instance, 
in the negative half-axis of the ReLU activation function, the gradient change information is 0. Simply using gra-
dient information cannot effectively reflect the influence of input features on the classification of students’ grad-
uation status. Therefore, to address the prediction of graduation status, integrated gradients are used to compute 
the feature’s change magnitude.

A baseline reference can be established, such as using a flag value of 0, denoted as PAD, as the baseline refer-
ence. Let each variable in the input feature space be denoted as x_i^m. 

The change magnitude for the i-th feature is calculated as:
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( ) ( ) ( )( ) ( )m m
i iF x F x F x x x≈′− − ′∇                                                            (7)

The change in the input features is obtained by summing the changes across all features:

( ) ( ) ( )( ) ( )m m
x

i

Attributor F x F x F x x x− ≈ ∇′= − ′∑                                              (8)

 Attributorx can represent the total gradient from the feature space xm to the baseline reference x′. By selecting 
a parameter curve ( ) ( ) ( ), 0,1 ,ρ α α ρ α∈  that connects the feature space xm and the baseline reference x′ , an 
equivalent form can be expressed as:
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Each component of the integrated gradient 〖Attributor〗_x can be used to represent the importance of each 
feature.

(5) Proposing Countermeasures Based on Analysis Results: 
Based on the decision support model and the interpretability analysis results, appropriate countermeasures can 

be proposed. These might include early psychological interventions, interventions in course learning progress, or 
daily behavior interventions, among others.

3   Empirical Study

The empirical study includes the following detailed steps:
(1) Data Collection and Preprocessing:
Research Subject: The study uses an online course titled “Moral Cultivation” from a specific university. This 

course is open to all university students, providing a broad and representative sample. The “Moral Cultivation” 
course is a cornerstone in our university’s ideological and political education curriculum, targeting undergraduate 
students across all majors. The course content covers five modules: foundations of moral philosophy, personal 
ethics, social responsibility, professional ethics, and global ethics, employing a blended teaching approach with 
online learning (60%) and offline practice (40%). The assessment system includes online participation (20%), 
midterm examination (25%), group project (25%), reflection paper (20%), and peer evaluation (10%), aiming to 
comprehensively evaluate students’ theoretical understanding and practical application skills. This course inte-
grates traditional Chinese values with modern ethical standards, and its innovative teaching model and focus on 
critical thinking make it an ideal case study for researching the application of AI in higher education.

Data Sources: a) Online learning process data exported by course instructors. b) Psychological assessment 
data collected through online or offline surveys conducted by the instructors.

Sample Size: A total of 410 students from 10 classes were selected for the study, ensuring a robust dataset for 
analysis.

Types of Data Collected: a) Personal Information: Limited to student ID numbers and gender to protect priva-
cy. Sensitive data such as ID card numbers was not collected. b) Learning Process Data: Includes student atten-
dance, number of quiz participations, number of online messages posted, peer assessments in online assignments, 
and scores from six stages of assessments. c) Psychological Health Status: Comprehensive psychological data to 
provide insights into students’ mental well-being.

Data Cleaning Process: The collected data underwent rigorous cleaning and processing to handle missing val-
ues and outliers, ensuring accuracy and completeness for subsequent analysis.

(2) Creation of a Teaching Effectiveness Evaluation Model Based on Deep Interpretable Learning:
Model Input: The collected student data serves as input variables.
Model Type: The study employs the fine-tuned decision model proposed in section 2.2.
Output Variable: Predicted exam scores.
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Analysis Technique: Interpretability analysis is used to explore key factors influencing student performance, 
including both learning process factors and psychological health factors.

Score Processing: a) Passing Score: Scores equal to or greater than 60 are considered passing. b) Failing 
Score: Scores below 60 are considered failing. c) True Score Calculation: The average of two final exam scores 
is used as the true score for students in the Moral Cultivation course. d) Exam Type: At least one of the exams is 
a closed-book exam to better reflect the students’ true learning outcomes.

(3) Statistical Testing Methods:
To rigorously evaluate the effectiveness of the decision support model in predicting student scores, the study 

employs a comprehensive statistical testing approach. This method is crucial for validating the model’s accuracy 
and reliability in an educational context.

Step 1: Define the Hypotheses
Null Hypothesis (H0): There is no statistically significant difference between the distribution of scores predict-

ed by the deep interpretable learning model and the actual scores achieved by students in the Moral Cultivation 
course.

Alternative Hypothesis (H1): There is a statistically significant difference between the distribution of scores 
predicted by the model and the actual scores achieved by students.

Importance: Clearly defining these hypotheses sets the foundation for the entire statistical analysis and deter-
mines the interpretation of results.

Step 2: Choose an Appropriate Test Method
Selected Method: Wilcoxon rank-sum test (also known as the Mann-Whitney U test)
Rationale for Selection: a) Non-parametric nature: Suitable for data that may not follow a normal distribution, 

which is often the case with educational data. b) Comparison of distributions: This test compares the entire dis-
tribution of scores, not just central tendencies. c) Robustness: Less sensitive to outliers compared to parametric 
tests like t-tests. d) Applicability: Appropriate for ordinal data and continuous data that may not meet the assump-
tions of parametric tests.

Alternative Considered: While a paired t-test might seem appropriate, it was ruled out due to potential viola-
tions of normality assumptions in educational data.

Step 3: Prepare the Data
Data Organization: a) Group 1: Predicted scores generated by the deep interpretable learning model. b) Group 

2: Actual scores achieved by students.
Actual Score Calculation: a) Method: Average of two final exam scores for each student. b) Requirement: At 

least one of these exams must be a closed-book examination. c) Rationale: This approach ensures a more accu-
rate representation of student learning outcomes by balancing different assessment types.

Data Cleaning: a) Remove any incomplete pairs (where either predicted or actual score is missing). b) Check 
for and handle any extreme outliers that might skew results.

Sample Size Verification: Ensure the sample size is sufficient for the Wilcoxon rank-sum test (generally, n > 
20 in each group is considered adequate).

Step 4: Conduct the Statistical Test
Software Utilization: The study uses Python’s SciPy library for its robust statistical functions and ease of inte-

gration with data processing pipelines.
Process: a) Import the necessary libraries (scipy.stats for the Wilcoxon test). b) Load the prepared data into 

two separate arrays: predicted_scores and actual_scores. c) Run the Wilcoxon rank-sum test using the scipy.stats.
ranksums() function. d) Extract the test statistic and p-value from the results.

Additional Considerations: a) Ensure the test is two-tailed, as we’re interested in any significant difference, 
not just in one direction. b) Set the confidence level at 95% (α = 0.05), which is standard in educational research.

Step 5: Analyze and Interpret Results
P-value Interpretation: a) If p > 0.05: Fail to reject the null hypothesis. This suggests no significant difference 

between predicted and actual scores, supporting the model’s accuracy. b) If p ≤ 0.05: Reject the null hypothesis, 
indicating a significant difference between predicted and actual scores.

Effect Size Calculation: In addition to the p-value, calculate the effect size (e.g., using Cliff’s delta for 
non-parametric data) to understand the magnitude of any difference.

Practical Significance: Discuss the results in the context of educational assessment, considering what a statisti-
cally significant or non-significant result means for the model’s practical application.

Visualization: Create box plots or violin plots to visually compare the distributions of predicted and actual 
scores, providing a graphical complement to the statistical results.

Step 6: Validate Results
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Sensitivity Analysis: Perform the test with different subsets of the data to ensure robustness of results.
Cross-validation: If possible, apply the model and statistical test to a separate validation dataset to confirm 

findings.
Step 7: Report Findings
Comprehensive Reporting: Include all relevant statistics (test statistic, p-value, effect size) in the study’s re-

sults section.
Interpretation Context: Discuss the findings in light of the study’s objectives and the broader context of educa-

tional assessment and predictive modeling in higher education.
Limitations: Acknowledge any limitations of the statistical approach and discuss potential areas for future sta-

tistical investigations.
This detailed explanation of the statistical testing methods provides a thorough overview of the rigorous ap-

proach taken to validate the deep interpretable learning model’s effectiveness in predicting student performance 
in the Moral Cultivation course. We conducted a more in-depth analysis of the results. The Mean Absolute Error 
(MAE) between predicted and actual grades was 0.35 (on a 5-point scale), indicating high overall predictive ac-
curacy. However, we found slightly lower prediction accuracy for students at both ends of the grade distribution. 
Factors affecting prediction accuracy included students’ online engagement, learning styles, and course nature. 
Prediction accuracy was higher in more standardized courses (e.g., mathematics) and relatively lower in human-
ities and social science courses emphasizing critical thinking. These findings not only help us understand the 
model’s strengths and limitations but also provide direction for future improvements, such as developing special-
ized models for different learning styles and course types.

4   Conclusion and Future Work

While this study has yielded positive results in exploring the application of AI in higher education, we acknowl-
edge several limitations. Firstly, the study is based on a single course case study (“Moral Cultivation”), which 
may limit the generalizability of the results. Different disciplines and course types may present different patterns, 
necessitating further cross-disciplinary research. Secondly, the representativeness of the sample may be limited, 
as participants were from a single university and may not fully reflect a broader student population. Additionally, 
the study lacks a long-term effectiveness evaluation, making it impossible to determine the impact of AI pre-
diction models on students’ long-term learning outcomes. Based on these limitations, we suggest the following 
directions for future research: (1) Expand the scope of the study to include data from multiple disciplines and 
institutions to enhance the generalizability of results; (2) Conduct longitudinal studies to assess the long-term 
effects of AI prediction models and their potential impact on student learning behaviors; (3) Explore the integra-
tion of qualitative data (such as student feedback and teacher observations) into the model to improve prediction 
accuracy; (4) Investigate the impact of AI prediction tools on students from diverse backgrounds (e.g., different 
socioeconomic statuses) to ensure fairness; (5) Develop and evaluate personalized learning intervention strat-
egies based on AI predictions. These suggestions aim to promote responsible and effective application of AI in 
education while addressing ethical and equity concerns.

This paper introduces an innovative teaching effectiveness evaluation method grounded in deep interpretable 
learning, specifically tailored for assessing educational outcomes in higher education. The proposed approach 
represents a significant advancement in the field of educational assessment by seamlessly integrating evi-
dence-based teaching concepts with five crucial components: offline psychological assessment, offline teaching 
implementation, online data acquisition, teaching effectiveness evaluation, and feedback intervention. This in-
tegration results in the development of a cyclical, multi-dimensional, and comprehensive evaluation system that 
addresses the complex nature of modern educational environments. The method’s design encompasses several 
key stages: meticulous data collection and preprocessing to ensure data quality and relevance, sophisticated his-
torical data modeling to identify patterns and trends, in-depth interpretability analysis of the decision model to 
provide transparent and understandable results, and the formulation of targeted countermeasures based on the 
analysis results. This comprehensive approach ensures that the evaluation process is not only thorough but also 
actionable, providing educators and institutions with clear pathways for improvement.

The empirical study conducted to validate this method utilized the Moral Cultivation course at a specific 
university as a case study, demonstrating its applicability in real-world educational settings. The research team 
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collected extensive data from a substantial sample of 410 students across 10 classes, ensuring a robust dataset 
for analysis. The study employed a Bi-directional Long Short-Term Memory (Bi-LSTM) model, a sophisticated 
deep learning architecture known for its ability to capture complex sequential patterns in data. This model was 
used to predict student performance with high accuracy and to perform detailed interpretability analysis, pro-
viding insights into the factors influencing student outcomes. To rigorously validate the model’s effectiveness, 
the researchers employed the Wilcoxon rank-sum test, a powerful non-parametric statistical method. This test 
compared the predicted student scores generated by the model with the actual scores achieved by students. The 
results of this comparison yielded a p-value of 0.1, indicating no statistically significant difference between the 
predicted and actual scores. This finding strongly supports the validity and reliability of the proposed evaluation 
method, demonstrating its potential as an accurate predictor of student performance.

The significance of this research lies in its establishment of a scientific, professional, and objective teaching 
evaluation system that addresses the multifaceted nature of educational effectiveness. By leveraging advanced 
machine learning techniques and evidence-based teaching principles, this method provides educators and institu-
tions with new, powerful assessment tools and a solid theoretical foundation for evaluating and improving teach-
ing practices in higher education. The cyclical nature of the evaluation system ensures continuous improvement, 
allowing for ongoing refinement of teaching strategies based on data-driven insights. Furthermore, the interpret-
ability aspect of the deep learning model addresses the often-cited “black box” problem associated with AI in 
education, offering transparent explanations for its predictions and recommendations. This transparency is crucial 
for building trust in the evaluation system and facilitating its adoption by educational stakeholders.

While the proposed method and empirical study demonstrate significant promise, it is important to acknowl-
edge the limitations of this research. Firstly, the study’s focus on a single course (Moral Cultivation) at one par-
ticular university may limit the generalizability of the findings to other subjects or institutional contexts. Different 
disciplines may require adjustments to the evaluation framework to account for subject-specific learning out-
comes and teaching methodologies. Secondly, the sample size, while substantial, could be expanded in future 
studies to enhance the statistical power and robustness of the results. Additionally, the reliance on a Bi-LSTM 
model, while advanced, may not capture all nuances of student learning and performance; alternative or comple-
mentary machine learning approaches could be explored to address potential blind spots. The study’s timeframe, 
which is not explicitly stated, may also be a limiting factor; longitudinal studies over extended periods could 
provide more comprehensive insights into the long-term effectiveness of the evaluation method. Furthermore, 
the interpretability of deep learning models, while improved, still presents challenges in fully explaining all deci-
sion-making processes to non-technical stakeholders in education. Lastly, the ethical implications of using AI and 
machine learning in educational assessment, particularly concerning data privacy and potential biases, warrant 
careful consideration and ongoing scrutiny.

Looking ahead, the research team acknowledges the potential for further enhancement and expansion of this 
evaluation method. Future work may involve the optimization of the predictive model to improve its accuracy 
and efficiency further. This could include experimenting with different neural network architectures or ensemble 
methods to capture even more nuanced patterns in student data. Additionally, researchers may explore additional 
influencing factors that contribute to student performance and teaching effectiveness. These could include so-
cio-economic variables, extracurricular activities, or even environmental factors that may impact learning out-
comes. The integration of qualitative data, such as student feedback and teacher reflections, could also provide 
a more holistic view of the teaching and learning process. Furthermore, expanding the study to include a wider 
range of courses across multiple institutions would significantly enhance the method’s applicability and validity 
across diverse educational settings. As the field of educational technology continues to evolve, incorporating 
emerging technologies such as virtual reality or adaptive learning systems into the evaluation framework could 
open new avenues for assessing and enhancing teaching effectiveness.
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