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Abstract. In digitizing education, the academic early warning is an important but difficult aspect. By collect-
ing data on students’ learning behaviors and analyzing it in real time, it is possible to provide early warning 
on students’ learning status and take timely interventions to optimize the allocation of educational resources. 
Educational data mining technology provides a reliable method for academic warning. Among them, K-means 
algorithm, as a reliable data mining technology, has been widely used in the research of students’ academic 
warning. However, the traditional K-means algorithm is very sensitive to the initial center value and easy to 
fall into the local optimum. In addition, there are a lot of redundant calculations in the iterative process, which 
have great limitations in practical academic warning applications. In this study, an early academic warning 
model is proposed to be constructed based on the improved global K-means algorithm. By introducing the in-
cremental center selection method of global K-means algorithm to improve the warning accuracy of the mod-
el, and integrating principal component analysis (PCA), incremental center selection of multi sphere splitting 
and Hamerly algorithm to optimize the computational efficiency of the model. As a result, students’ academic 
performance can be predicted quickly and accurately with fewer input features to achieve the desired early 
warning effect. The experimental results show that the constructed academic warning model has higher accu-
racy, precision, recall, and significantly improves the computational efficiency.

Keywords: global k-means algorithm, multi-ball splitting, hamerly algorithm, big data for education, student 
academic warning

1   Introduction

The swift advancement of digitalization and artificial intelligence is catalyzing significant changes in the educa-
tional sector, enhancing teaching methodologies and expanding the use of big data in education [1-5]. The “14th 
Five-Year Plan for National Informatization,” released in December 2021, underscores the imperative for digital 
transformation in education as a means to drive high-quality educational development and bolster China’s overall 
national strength. The December 2023 “Limitless Possibilities - Digital Development Report of World Higher 
Education” highlights how digital technologies are refining higher education teaching evaluations, making them 
more scientific with intelligent, real-time analytics that provide precise problem feedback and targeted instruc-
tional guidance [6-9].

Furthermore, personalized learning experiences are being shaped by digital tools that cater to individual 
learning styles and speeds, supported by algorithms that analyze student data to optimize educational pathways 
and resources, thus making education more accessible and inclusive [10-12]. The incorporation of virtual and 
augmented reality into educational settings is revolutionizing traditional classrooms into interactive and immer-
sive learning environments. These technologies not only enhance student engagement but also facilitate a more 
dynamic exploration of complex concepts [13-21]. Moreover, digital education is enabling global collaboration 
among educational institutions. Platforms that support cross-border learning and idea exchange allow students 
from different geographical locations to collaborate on projects, attend virtual lectures by international experts, 
and access a broader, more diverse set of educational resources [22-27].

Academic early warning, as an important hot branch of educational big data mining research, is an innovative 
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application of information and artificial intelligence technology in the field of education [28-32]. By mining and 
analyzing students’ academic data, it can help students, parents, and teachers discover problems in learning in 
a timely manner and take corresponding educational interventions to improve students’ academic performance 
and comprehensive quality [33-35]. Previously, there have been numerous research efforts on the problem of ac-
ademic warning, but most of them have relied on supervised classification techniques such as Bayesian decision 
and SVM for academic early warning of students’ performance in a particular subject [36-38]. Such techniques 
require a certain number of labeled historical data features to be acquired in advance. Moreover, the distribution 
between the historical data of the course and the new data to be classified should have some consistency or cor-
relation, which puts higher demands on the data [39-43].

Compared with supervised classification, the use of unsupervised classification technology such as clustering 
algorithm for academic early warning has the advantages of less data requirements and high applicability. For 
example, K-means [44-46], as the most typical clustering algorithm, is increasingly favored by researchers due to 
its simplicity and ease of implementation. Wang [47] proposed an appropriate and timely warning and pre school 
K-nearest neighbor algorithm classification model. Based on the ideas of data mining, collecting historical data, 
and appropriate transformation, statistical analysis techniques were used to analyze the many factors that affect 
the CET-4 exam, and the CET-4 exam results and their influencing factors were obtained. At the same time, 
K-weighted K-nearest neighbor algorithm and segmentation algorithm were used in the classification prediction 
of CET-4 exam scores, and statistical methods were used to study the relevant factors affecting CET-4 exam 
scores. Screen classification was also performed to predict when to pass the comparative validation. The weight 
K of input features and adjacent features was weighted. Although the allocation algorithm for adjacent classifica-
tion performance did not significantly improve, the stability classification was better than the K-nearest neighbor 
method, which greatly improved the classification efficiency, shortened the classification time, and increased 
the classification efficiency by 119%. Recent advancements in AI have introduced deep learning techniques that 
further enhance the predictive capabilities of academic early warning systems. These systems employ neural 
networks that are capable of identifying complex patterns and correlations in data that traditional models might 
miss. For example, recurrent neural networks (RNNs) have been applied to sequence prediction problems such as 
student performance trajectories, allowing for more dynamic and temporally sensitive predictions. Moreover, the 
integration of sentiment analysis and natural language processing (NLP) techniques into early academic warning 
systems enabling a more holistic view of student well-being. By analyzing communication patterns, social inter-
actions, and emotional sentiment, educators can gain insights into students’ mental health and social dynamics, 
which are crucial for academic success. These technological advances are being complemented by more sophis-
ticated data collection methods, including real-time data streaming from digital learning platforms. This allows 
for continuous monitoring and immediate intervention, making academic support more responsive and tailored 
to individual student needs. Furthermore, the ethical implications and challenges of data privacy in academic 
early warning systems are being addressed through stricter data protection laws and advanced security measures. 
Ensuring the privacy and security of student data is paramount, as these systems become more integrated into ev-
eryday educational practices.

Based on the outlier data mining technology, Tian et al. [48] proposed to use the K-mean algorithm to analyze 
students’ annual academic performance and establish an academic early warning model, so as to remind students 
of their academic status in a timely manner and follow up dynamically for early warning research and judgment. 
Moreover, Li et al. [49] proposed a weighted K-mean algorithm for cluster analysis based on data characterizing 
students’ lifestyle patterns, learning patterns and Internet usage patterns, so as to identify the factors affecting col-
lege students’ academic performance and to provide decision support to help underperforming students achieve 
better results.

Nam et al. [50] collected a comprehensive dataset in an online learning environment, which included metrics 
such as the number of correct responses to classroom questions, the frequency of students’ confusion as indicated 
by interactions with specific slides, and the overall engagement with educational materials such as slides and vid-
eos. They applied the K-means clustering algorithm to predict academic outcomes and found it particularly effec-
tive at forecasting which students were likely to fail their end-of-semester examinations. This predictive capabili-
ty forms a crucial foundation for universities to establish academic early warning systems, aiming to identify and 
support at-risk students proactively.

In a separate study, Wang et al. [51] used the K-means algorithm to analyze the academic records of university 
students over a four-year period, focusing on compulsory course scores. Their analysis involved deep data min-
ing that uncovered the distribution of student scores across various subjects and assessed the relative importance 
of each subject. The results from this clustering provided valuable insights that enabled educators to tailor their 
teaching strategies, offering personalized guidance and “precision education” that could potentially enhance 
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student performance and engagement. This approach not only helps in optimizing teaching methods but also em-
powers students to better allocate their time and effort towards their studies.

Additionally, Xiong [52] employed the K-means algorithm to explore learning behavior characteristics among 
students. The analysis provided early warnings based on three key metrics: grade point prediction, risk of failing 
courses, and anomalies in behavior patterns. These early warnings are designed to facilitate “early intervention, 
precise assistance, and timely follow-up,” thereby improving educational outcomes and student success rates.

However, despite the benefits demonstrated by these studies, the traditional K-means algorithm has inherent 
drawbacks. It is highly sensitive to the choice of initial cluster centers, often leads to local optimization rather 
than global optimum, and involves a significant number of redundant calculations during the iterative process. 
These issues can result in a low precision of predictions and inefficiencies in computational processes. To over-
come these challenges, this study proposes an academic early warning model based on an enhanced version 
of the global K-means algorithm. This model introduces several innovations: it incorporates a global K-means 
approach to improve solution accuracy [53], uses principal component analysis (PCA) to reduce data dimension-
ality and lower the computational demands of processing high-dimensional data [54], integrates BKM and multi-
sphere splitting techniques to accelerate the selection of incremental centers [55, 56], and employs the Hamerly 
algorithm to reduce redundant distance calculations between data points and cluster centers [57], thereby enhanc-
ing the overall efficiency and effectiveness of the model.

2   Improve the Global K-means Clustering Algorithm

2.1   Global K-means Clustering Algorithm

The Global K-means clustering algorithm is a distinctive incremental clustering approach designed to address 
some of the limitations inherent in traditional clustering methods [55]. A primary goal of this algorithm is to min-
imize the sum-of-squares error, which is the total squared error between each point in a cluster and the cluster’s 
centroid. This makes the algorithm particularly robust in generating clusters that are compact and well-separated. 
Unlike many clustering techniques, the Global K-means algorithm does not rely on the initial position of any 
cluster centers and is free from empirically tunable parameters. This characteristic significantly reduces the influ-
ence of random initialization, a common issue in traditional K-means clustering algorithms, where the choice of 
initial centroids can dramatically affect the final clustering results. The absence of dependency on initial cluster 
positions in the Global K-means algorithm enhances its repeatability and reliability. Traditional K-means often 
requires multiple runs with different random initializations to obtain a satisfactory outcome, as it can converge 
to different local optima depending on the starting centroids. In contrast, the Global K-means algorithm sys-
tematically adds one cluster center at a time and uses an optimal reassignment step to ensure that each addition 
improves the overall clustering criterion, thus reducing the chances of falling into suboptimal clustering configu-
rations.

The process begins with the calculation of the clustering solution for one cluster center and incrementally adds 
one cluster at a time. At each step, the algorithm evaluates all possible locations for the new cluster center (i.e., 
each point in the dataset) and selects the location that results in the greatest decrease in the sum-of-squares error. 
This incremental approach ensures that each new center is positioned in a way that optimally enhances the clus-
tering structure. Moreover, the Global K-means algorithm’s independence from tunable parameters eliminates the 
need for manual parameter adjustments, which can be both time-consuming and require a level of expertise that 
may not be accessible in all application scenarios. This makes the Global K-means a more user-friendly option 
for practitioners and researchers who may not have extensive backgrounds in data analytics or machine learning. 
Furthermore, the algorithm’s robustness against the initial placement of centers allows it to perform consistently 
across different datasets and applications. It is particularly useful in applications where data distributions are not 
well understood beforehand, or where there is a significant amount of noise in the data. The algorithm’s ability 
to methodically explore the data space for optimal cluster centers lends itself well to complex real-world data 
scenarios where traditional methods might struggle. Additionally, the computational efficiency of the Global 
K-means algorithm is another significant advantage. While it may appear computationally intensive to evaluate 
every potential new center, in practice, the algorithm’s structured search can be more efficient than the potentially 
numerous iterations required by traditional K-means to escape poor local optima caused by unfortunate initializa-
tions.

In terms of practical applications, the Global K-means clustering algorithm is widely used in various fields 
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such as market segmentation, image segmentation, and bioinformatics. In market segmentation, for example, it 
can help identify distinct customer groups based on purchasing behavior or preferences without prior knowledge 
of the best number of market segments. In bioinformatics, it can be used to classify genes with similar expression 
patterns, providing insights into functional genomics. The global K-means clustering algorithm is described as 
follows:

(1) Determine the value of K. Take the average of the data points as the initial first center point, as shown in 
formula (1), where k=1.
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= ∑                                                                               (1)

(2) If k-1 cluster center point is known, solve for the next cluster center. Each data point in the data point set 
X={x1,x2,…,xn} is used as a central candidate for the next cluster.

(3) The candidate points are added to the cluster center set sequentially, and the K-means algorithm is execut-
ed for each candidate point until convergence, where the objective function value is calculated for each iteration. 
Then, the candidate point with the minimum objective function value Ck is selected as the center point of the next 
cluster and added to the cluster center set C={c1,c2,…,ck}.

(4) Termination condition k=k+1. If k=K, the algorithm ends, otherwise go to Step 2.

2.2   Improve the Global K-means Clustering Algorithm

The global K-means clustering algorithm has no initialization problem and is not affected by the location of the 
initial cluster center. Through deterministic and efficient global search, the sum of squared functions of the clus-
tering errors is effectively minimized and hence the algorithm is very stable. However, since all the K-means val-
ues in the global K-means clustering algorithm need to execute the K-means algorithm, the computational tasks 
are large, and the efficiency and accuracy of the algorithm need to be weighed in practical applications, so this 
study proposes an improved global K-means clustering algorithm in the following steps:

(1) PCA dimension reduction. The high time complexity of the global K-means algorithm is mainly due to 
two aspects: distance calculation and exhaustive data point selection for cluster center point. Therefore, in the 
distance calculation, the higher the data dimension, the higher the time complexity of the algorithm. To solve this 
problem, this study adopts the PCA dimensionality reduction method [54] to reduce the computation amount in 
distance calculation. It converts high-dimensional data into low-dimensional data through linear transformation, 
while retaining the maximum variance in the data, so as to discover the most important features in the data.

(2) Incremental center selection based on multi-sphere splitting. The global K-means algorithm needs to per-
form k-1 exhaustive operations on N data points when selecting the cluster center point, and run the K-means al-
gorithm for N (k-1) times until convergence. In order to reduce the computation of the exhaustive operations, an 
incremental center selection method based on multisphere splitting [56] is used for incremental center selection. 
This method utilizes the features of BKM (Ball K-means, BKM) clustering algorithm [55], which is fast and can 
record the radius of clusters. By splitting multiple clusters with large radius, the cluster center can be expanded 
incrementally and quickly.  

(3) In the process of optimizing clustering algorithms, particularly when interfacing the global K-means algo-
rithm with traditional K-means, a significant challenge arises due to the excessive number of distance calcula-
tions required. This redundancy not only increases the time complexity but also bloats computational overhead. 
To address this inefficiency, the Hamerly algorithm [57] is employed to streamline distance computations dra-
matically, thereby enhancing computational efficiency without compromising the accuracy of the global K-means 
clustering outcomes. The Hamerly algorithm leverages upper and lower distance bounds alongside the triangle 
inequality to minimize unnecessary distance calculations. This method establishes a more efficient way of eval-
uating distances between data points and cluster centers by setting a dynamic range within which these distances 
must fall. For each data point, an upper bound is maintained, always ensuring it is at least as great as the distance 
from the point to its nearest cluster center. Conversely, the lower bound is set to not exceed the distance to the 
second closest cluster center. The optimization primarily benefits from two scenarios enabled by these bounds: 
first, if the upper bound of a data point is less than or equal to the lower bound, then further distance calculations 
to other cluster centers are unnecessary. Second, if the upper bound is less than or equal to half the distance of the 
nearest inter-center gap, this also eliminates the need for additional calculations. These criteria allow the Hamerly 
algorithm to skip over many of the calculations that would otherwise be mandatory, significantly speeding up 
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the process. This methodological refinement, as detailed in Table 1 of the study, is particularly advantageous in 
large datasets where the number of clusters is high, making traditional methods computationally prohibitive. By 
implementing these optimized distance calculations, the Hamerly algorithm not only reduces the computational 
load but also accelerates the overall clustering process, making it a valuable tool for researchers and practitioners 
in data-intensive fields.

Table 1. The method used in this paper and its function

Pacing device Effect
PCA dimensional reduction Reduce the time complexity of a single distance calculation

Incremental center selection based on multi-sphere splitting Reduce the exhaustive computation of center selection
Hamerly Reduce the number of distance calculations

3   Design of Academic Early Warning Model

3.1   Model Implementation Process

In this study, an academic early warning model based on an improved global K-means algorithm is proposed to 
further improve the accuracy and efficiency of the original method. Firstly, the students’ midterm scores were 
preprocessed and represented by three-dimensional data such as normal scores, midterm exam scores and exper-
imental scores. Firstly, the PCA is used to downsize the data to process the three-dimensional data into one-di-
mensional data, which is convenient to improve the efficiency of the subsequent algorithms. Then, the processed 
data was taken to different cluster centers by multi-ball splitting algorithm. Finally, clustering was performed us-
ing the Hamerly algorithm. Since the cluster center is three-dimensional, the three score values of the cluster cen-
ter are added to compare the size of the sum of each cluster center value, and the class of students with the worst 
score is taken as the warning object. In order to test the accuracy of the model for students’ early warning, this 
study utilizes the mid-term score data of all students for clustering, and takes the class with the worst score as the 
class that needs to be warned. Then the final scores are clustered to get different classes, and the two clustering 
results are compared to get the evaluation index of prediction accuracy. The implementation process of academic 
early warning model is shown in Fig. 1.

Fig. 1. Academic early warning technology flow chart
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3.2   Model Evaluation Index

The evaluation index of academic early warning model includes Accuracy, Precision and F1 value. There are 
four types of prediction results: TP represents the number of students whose mid-term score is predicted to be 
early warning and who actually need early warning at the end of the semester; FN indicates the number of stu-
dents whose mid-term score is predicted to be non-early warning, but who are actually in the lowest grade and 
need early warning at the end of the semester; FP denotes the number of non-early warning students whose mid-
term grades are predicted to be in need of early warning but whose actual final grades are not in the worst tier; 
TN signifies the number of non-early warning students whose mid-term grades are predicted to be non-early 
warning but whose actual final grades are not in the worst tier. The confusion matrix contains the actual and pre-
dicted classification information. The first row consists of TP and FP, and the second row is composed of FN and 
TN, which gives a clear view of how correctly and incorrectly the algorithm classified the data results. Accuracy 
indicates the proportion of correctly predicted warnings and non-warnings to the total number of people.

TP TNAccuracy
TP TN FP FN

+
=

+ + +
                                                             (2)

Precision represents the percentage of students who are correctly predicted to be warned out of all students 
that are predicted to be warned.

P
Precision TP

TP F
=

+
                                                                      (3)

F1 value is designed to resolve the conflict between accuracy rate and recall rate in some cases. It is a 
weighted average of recall rate, accuracy rate and accuracy rate, which can better reflect the comprehensive 
performance of the model. For problems with unbalanced data distribution, the F1 value can better reflect the 
performance of the classifier. If the recall rates are used, the performance of the model may be overestimated. 
Therefore, the F1 value is used in the result analysis to evaluate the comprehensive performance of the prediction 
model.

1
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= +                                                                     (4)

Recall refers to the percentage of students who were correctly predicted to be warned out of all students that 
have been predicted to be warned.

TPRecall
TP FN

=
+

                                                                         (5)

Sum of Squared Errors (SSE) is one of the commonly used evaluation indexes in K-means clustering. It is the 
sum of squares of Euclidean distance between elements in each cluster and the center point. The smaller the SSE 
value, the more similar the elements within the cluster are, and the greater the differences between clusters are. 
By constantly adjusting the cluster center, the SSE value can be reduced to achieve better clustering results.
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4   Experiments and Result Analysis

4.1   Experimental Dataset

The experimental dataset used for early warning accuracy analysis in this study consists of the midterm and final 
exam scores of 5,476 college students at a university. The midterm scores are composed of three parts: regular 
scores, midterm exam scores, and lab scores. Final exam scores were compared on a scale of 0-100. The pro-
cessed data of students’ academic performance is shown in Table 2. 

For the efficiency analyses, we used randomly generated data on student scores from 0 to 100, generating a 
total of 10,000, 20,000, 30,000, 40,000, and 50,000 one-dimensional score datasets.

Table 2. Student academic performance data

ID Regular score Midterm exam score Lab score Final exam score

1 7 25 8 46

2 9 28 10 96

3 8 30 9 98

… … … … …

Fig. 2. Confusion matrix for various algorithms at k=4, 5, 6, and 7
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4.2   Early Warning Accuracy Analysis

For this experimental dataset, the K-means algorithm, global K-means algorithm, fuzzy clustering algorithm 
(Fcm) [58], a classic hierarchical clustering algorithm, and the algorithm model proposed in this study were used 
to analyze the data. The final predictions include the number of students to be warned, the final clustering indica-
tors, confusion matrix, and the sum of squared errors (SSE). To reduce the impact of randomness on the experi-
mental results, the algorithms were run 50 times, and the results were averaged. As shown in Fig. 2, and Table 3 
and Table 4, since fuzzy clustering and hierarchical clustering do not use formula (5) as an evaluation indicator, 
this study only evaluates the SSE values of the K-means algorithm, global K-means algorithm and the proposed 
algorithm in this work.

As shown in Fig. 2, the main diagonal of the confusion matrix represents the number of correctly predicted 
samples, and the secondary diagonal represents the number of misclassified samples in the prediction process. 
When k=4, 5, 6, 7, the global K-means/this paper’s algorithm correctly predicted the most samples and out-
performs the other algorithms, while the Fcm clustering algorithm and hierarchical clustering algorithm pre-
dict poorly relative to the other algorithms. The global K-means/this paper’s algorithm has the fewest mis-
classifications for different k value situations, followed by the K-means algorithm, while the Fcm clustering 
algorithm and hierarchical clustering algorithm are more prone to misclassify non-early warning objects as 
early warning objects, leading to a higher number of misclassifications and poorer prediction results.

Table 3. Comparison of indicators for various algorithm

k=4 k=5 k=6 k=7

Accuracy

K-means 0.956410 0.958120 0.963248 0.964530

Global K-means 0.961538 0.974359 0.974359 0.974359

Fcm 0.671282 0.805641 0.815513 0.869615
Hierarchical 
Clustering 0.820513 0.961538 0.961538 0.961538

This paper 0.961538 0.974359 0.974359 0.974359

Precision

K-means 0.630952 0.642857 0.666667 0.680952

Global K-means 0.714286 0.714286 0.714286 0.714286

Fcm 0.861566 0.769886 0.764706 0.743440
Hierarchical 
Clustering 0.333333 0.666667 0.666667 0.666667

This paper 0.714286 0.714286 0.714286 0.714286

F1 value

K-means 0.595915 0.607493 0.640383 0.639982

Global K-means 0.625000 0.714286 0.714286 0.714286

Fcm 0.269516 0.263362 0.265442 0.333988
Hierarchical 
Clustering 0.066667 0.400000 0.400000 0.400000

This paper 0.625000 0.714286 0.714286 0.714286

As shown in Table 3, across different scenarios where k=4, 5, 6, 7, the algorithm presented in this paper 
demonstrates remarkable performance. Specifically, it attains an accuracy rate exceeding 90%, a preci-
sion surpassing 70%, and a comprehensive F1 score superior to other algorithms, aligning closely with 
the global K-means algorithm. While the Fcm algorithm boasts a higher precision compared to its peers, it 
unfortunately misclassifies a substantial number of non-early warning samples as warning cases, leading 
to an elevated count of false predictions and significant divergence from reality. Notably, students flagged 
by the model as being at risk of academic warning indeed exhibit a high likelihood of receiving warnings 
during the actual final exams. Consequently, this model serves as a reliable tool for counselors and college 
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administrators, providing them with a precise list of students at risk of academic warning. Serving as an 
auxiliary reference, this list enables targeted supervision and assistance to be extended to the students con-
cerned, thereby mitigating their risk of academic warning and underscoring the model’s high practical val-
ue. Meanwhile, k=4, 5, 6, 7, the algorithm’s indicators in this paper rival those of the global K-means algo-
rithm and surpass the metrics of both the standard K-means algorithm and hierarchical clustering. Despite 
the Fcm algorithm’s higher precision, it is plagued by a higher number of misjudgments that undermine 
its overall effectiveness. Therefore, it can be confidently asserted that the algorithm presented in this paper 
offers more accurate predictions of actual outcomes and generates fewer misjudgments during the identifi-
cation process. Such a model is well-suited to address the practical needs of student early warning systems, 
enhancing the precision and stability of prediction results, better discerning the proportion of positive cate-
gories, offering a comprehensive evaluation of the model’s strengths and weaknesses, and achieving better 
outcomes in the context of student academic early warning.

Table 4 compares the SSE values of K-means algorithm, global K-means algorithm and this study’s algorithm 
to evaluate the clustering effect. When k=4, 5, 6, 7, the SSE value of this paper’s algorithm is better than that of 
K-means algorithm, which indicates that this proposed algorithm has a significant advantage over the traditional 
K-means algorithm.

Table 4. Comparison of SSE values

k=4 k=5 k=6 k=7

Midterm

K-means 1003.50 1020.01 925.17 904.45

Global K-means 742.41 567.89 448.12 379.54

This paper 662.53 605.22 485.45 399.48

Final

K-means 6982.34 5612.54 3180.78 3027.49

Global K-means 3202.41 2127.81 1330.78 899.25

This paper 5423.91 3482.41 2325.39 1687.26

Table 5. The total running time (ms) of various algorithms in different dimensions for 10000 pieces of data

Dimension Global K-means K-means Fcm Hierarchical clustering This paper

5 4485 23.48 235.06 691.00 7.23

10 7490 40.78 235.08 951.00 7.92

15 9768 47.38 284.44 1983.00 6.98

20 12163 52.48 351.58 2925.00 9.05

25 18977 76.62 420.14 4167.00 7.36

Table 6. The total running time (ms) of various algorithms under different data volumes when the dimension is 10

Data volum Global K-means K-means Fcm Hierarchical clustering This paper

10000 7490 40.78 235.08 951.00 7.92

20000 30527 101.58 359.50 10857.00 13.00

30000 83686 198.26 477.08 36125.00 21.77

40000 180646 348.66 692.52 71469.00 32.80

50000 281303 474.86 769.94 114802.00 50.26
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Fig. 3. The ratio of the total running time of the various algorithm and the K-means algorithm in different dimensions for 
10000 pieces of data

Fig. 4. The ratio of the total running time of the various algorithm and the K-means algorithm under different data volumes 
when the dimension is 10

4.3   Computational Efficiency Analysis

The purpose of this experiment is to verify the operational efficiency of the K-means algorithm, global K-means 
algorithm, Fcm algorithm, hierarchical clustering algorithm, and the algorithm introduced in this stduy in opera-
tion with different numbers of data points and data dimensions. The data used for the comparative experiments of 
the five algorithms are mainly normally distributed data in the range of [-1,1] generated by the simulation experi-
ments, with a total of 10,000, 20,000, 30,000, 40,000, and 50,000 data points of different dimensions. The exper-
iment were conducted by fixing the value of k to 10, and Table 5 and Table 6 show the running times of various 
algorithms for 10,000 data points of different dimensions and different data volumes for a dimension of 10. Fig. 
3 and Fig. 4 show the total running time ratios of various algorithms compared to the K-means algorithm.

As can be seen from Table 5 to Table 6 and Fig. 3 to Fig. 4, the efficiency of this algorithm is better than other 
algorithms in different dimensions or different data volumes, and the advantage is more obvious compared with 
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the global K-means algorithm. Meanwhile, with the increase of data dimension or data volume, the total running 
time ratio of this paper’s algorithm is further reduced compared with K-means algorithm, and the efficiency ad-
vantage is still significant.

5   Conclusion

Addressing the limitations of traditional academic early warning methods, which often require extensive histori-
cal data, produce insufficient warning results, and demonstrate low computational efficiency, this study introduc-
es a novel academic early warning model based on an enhanced global K-means algorithm. This model notably 
improves solution accuracy through the implementation of a global K-means incremental center selection meth-
od, and it significantly enhances computational efficiency by optimizing several key areas.

Firstly, the model utilizes principal component analysis (PCA) to reduce the dimensionality of data. This tech-
nique is critical in decreasing the computational burden associated with high-dimensional data, thereby expedit-
ing the processing time. By transforming the original data into a set of linearly uncorrelated variables known as 
principal components, PCA enables the model to focus on the most significant features with reduced redundancy 
and noise. Secondly, the model incorporates the BKM algorithm and multi-sphere splitting concepts to accelerate 
the selection of incremental centers. The BKM method, an extension of the K-means algorithm, enhances cluster-
ing performance by optimizing initial cluster centers more effectively. Multi-sphere splitting, on the other hand, 
aids in faster convergence by segmenting data into multiple spheres, thus reducing the overall computational 
complexity and improving the efficiency of the clustering process. Thirdly, the Hamerly algorithm is employed 
to minimize redundant distance calculations between data points and cluster centers. This algorithm streamlines 
the clustering process by intelligently determining when it is unnecessary to compute certain distances, which 
dramatically reduces the number of distance calculations required during each iteration of the clustering process.

The experimental results presented in this study demonstrate that the early warning accuracy of the proposed 
model aligns closely with that of the global K-means algorithm and surpasses that of the traditional K-means 
algorithm, as well as other clustering methods. Particularly noteworthy is that the accuracy is significantly higher 
compared to other clustering algorithms traditionally used in academic settings. Furthermore, in simulation com-
parison experiments conducted under various dimensional and data count scenarios, the computational efficiency 
of the proposed algorithm model outperforms the global K-means algorithm, traditional K-means, and other clus-
tering algorithms. This efficiency becomes increasingly pronounced as the dimensionality of the data increases, 
highlighting the model’s robustness in handling large-scale and complex data sets. In addition to these technical 
improvements, the proposed model also offers practical benefits for educational institutions. By enabling more 
accurate and timely identification of students at risk of academic failure, schools can implement targeted inter-
ventions more effectively, thereby improving educational outcomes and student retention rates. The model’s 
enhanced efficiency also allows for real-time data processing, which is critical in dynamic educational environ-
ments where timely data analysis can influence the success of academic interventions.

Overall, the innovative approach of this study to the design of an academic early warning system not only ad-
dresses the deficiencies of previous methods but also provides a scalable, efficient solution adaptable to various 
educational settings. This contributes to a broader understanding and application of data-driven strategies in the 
educational sector, ultimately fostering an environment where data insights lead to effective student support and 
academic excellence.
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