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Abstract. With the increase of transmitted data and the growing demand for artificial intelligence, more and 
more industrial devices and data are connected to the network and are rapidly transforming towards intelli-
gence. New application scenarios gradually raise the requirements for user-end service latency and distrib-
uted data processing and storage capabilities, while network risks also increase. To enhance the automatic 
identification and defense against network malicious attacks, this paper first analyzes the shortcomings of 
the graph attention network model and the advantages of the multi-head attention mechanism, and builds a 
multi-head-graph attention network model through integration. To prevent abnormal intrusions, the defense 
process against malicious traffic is modeled as a static Bayesian game model, with the two players being ma-
licious traffic and traffic blocking strategies. The traffic blocking strategies include traffic dropping and traffic 
redirection, both of which require the programmability of the network. By using a custom network dynamic 
adjustment method, the centralized network control’s ability to program the network and decouple the control 
plane and data plane, the network security is enhanced through the method of rapid traffic diversion. Finally, 
the recognition ability of the identification model is tested using existing datasets, achieving ideal results.

Keywords: Industrial Internet of Things, edge computing, graph attention network, game theory

1   Introduction

The Industrial Internet of Things (IIoT) is a system composed of networked intelligent objects, cyber-physical 
assets, related general information technologies, and optional cloud or edge computing platforms, which can 
achieve real-time, intelligent, autonomous access, collection, analysis, communication, and exchange of process, 
product, or service information in industrial environments, thereby optimizing overall production value. Its value 
includes improving product or service delivery, enhancing productivity, reducing labor costs, lowering energy 
consumption, and shortening production cycles [1].

With the increase in transmitted data and the growing demand for artificial intelligence, more and more in-
dustrial devices and data are being connected to the network and rapidly transforming towards intelligence. New 
application scenarios are gradually raising requirements for user-end service latency and distributed data pro-
cessing and storage capabilities. The traditional centralized core network architecture is increasingly unable to 
meet its development needs. These new computing-intensive and latency-sensitive services pose new challenges 
to network performance. Emerging mobile edge computing technology is the right approach to address comput-
ing speed and storage requirements. The Internet of Things is gradually moving from the initial stage of isolated 
applications to a rapid growth stage that encompasses multiple features such as multi-dimensional perception, 
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digital twins, and intelligent interconnection [2].
To meet the diverse demands of Internet of Things (IoT) applications, various communication network stan-

dards have been continuously proposed and updated, such as the third, fourth, and fifth generation mobile com-
munication standards, narrowband IoT communication standards, short-range wireless communication technol-
ogies, and low-power wide-area networks. The popularization of communication standards and the construction 
of infrastructure have driven the continuous expansion of the IoT industry scale, connecting hundreds of millions 
of devices to the IoT. However, the perception of interaction, production, and environment by IoT devices often 
involves critical information such as personal privacy, business secrets, and national security. As edge computing 
systems move computing tasks to the network edge, edge nodes can obtain users’ private data. Once maliciously 
attacked, all privacy may be exposed. Moreover, the distributed deployment and heterogeneous characteristics 
of edge nodes provide opportunities for malicious edge nodes. Additionally, compared to cloud centers, the serv-
ers involved in edge computing generally have simple processors and operating devices and are resource-con-
strained. Therefore, large and complex security protection schemes in cloud computing are usually not applicable 
to edge computing systems [3].

In 2017, a Middle Eastern petrochemical company was attacked by TRITON, which disrupted the safety 
system and enabled attackers to manipulate and damage industrial processes. Also in 2017, a botnet named 
IoTReaper exploited a large number of unprotected IoT devices for attacks. This botnet infected devices through 
vulnerabilities and weaknesses and used them to launch distributed denial-of-service (DDoS) attacks. Therefore, 
how to build new systems, technologies, and solutions that meet the needs of the IoT on the basis of traditional 
security mechanisms is the key to ensuring the security of the IoT. The emerging cross-domain technologies and 
blockchain technology have demonstrated numerous advantages in aspects such as privacy protection, attack 
identification, and defense decision-making [4]. Therefore, the work done in this paper on the security protection 
of industrial Internet of Things (IoT) networks by integrating emerging technologies is as follows:

Firstly, the importance of security in current industrial IoT is analyzed, and then the methods for monitoring 
malicious attacks are summarized and discussed from the perspective of monitoring network malicious attacks.

Secondly, in terms of malicious attack identification, a graph attention network is introduced. Considering 
that the conventional graph attention network only uses the conventional single-head attention mechanism when 
extracting features with the graph attention network, the model’s expression ability and generalization ability are 
poor, and it lacks the ability to resist noise and outliers in the input. Therefore, this paper introduces how to inte-
grate the multi-head attention mechanism, and models the sensor’s dependency relationship as a graph structure 
by setting node embeddings for sensors and learning the graph structure.

Finally, the malicious traffic defense process is modeled as a static Bayesian game model, with the two players 
being malicious traffic and traffic blocking strategies. The traffic blocking strategies include traffic dropping and 
traffic redirection. The prerequisites for traffic dropping and traffic redirection are the programmability of the net-
work, the use of custom network dynamic adjustment methods, the centralized network control’s ability to pro-
gram the network, and the decoupling of the control plane and data plane, to enhance network security through 
the method of rapid traffic diversion.

After the above process, implementing malicious traffic detection and blocking for the traffic data entering 
and leaving the industrial Internet of Things can enhance the security index of the industrial Internet of Things, 
which is of great significance for maintaining the security, stability and sustainable development of the industrial 
Internet of Things.

2   Related Work

This article conducts research from two aspects, namely network anomaly intrusion and the protection mecha-
nism against intrusion. In terms of network intrusion anomaly detection, Zhendong Wang from Jiangxi University 
of Science and Technology compared the differences between the current Internet of Things (IoT) security and 
traditional system security in a review format. He classified the intrusion detection systems in detail from aspects 
such as detection technology, data sources, architecture, and working mode. Finally, starting from the dataset, he 
expounded on the current IoT intrusion detection systems based on machine learning [5].

Qixu Liu from the Chinese Academy of Sciences summarized and analyzed the achievements in IoT malicious 
code detection. By summarizing the existing research, he deeply discussed the problems existing in the current 
research on malicious code detection based on artificial intelligence. He proposed three possible development 
directions for future research in this field: combining large models to achieve IoT malicious code detection, im-
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proving the security of detection models, and integrating zero-trust architecture [6].
Shengquan Liu from Xinjiang University proposed a fusion model DQN-LSTM based on deep reinforce-

ment learning, which combines the spatial and temporal features of traffic data to conduct anomaly detection. 
Experimental research was conducted on the publicly available industrial control network natural gas plant data-
set [7].

Shijie Jian from the Chinese Academy of Sciences proposed a novel deep neural network intrusion detection 
method based on the scenario of sparse abnormal sample data to address the issues of poor detection performance 
for massive traffic data, low model accuracy and F-measure values, and high processing costs for high-dimen-
sional data. This method can effectively identify abnormal behaviors in imbalanced datasets, achieving detection 
accuracies of 99.06% and 99.16% and F-measures of 99.15% and 98.22% on two real-world typical datasets, 
respectively [8].

Yuzhang Jiang from Guizhou Normal University proposed a lightweight vehicle network intrusion detection 
model based on visualization and an improved MobileNet model by integrating vehicle Internet of Things with 
transfer learning. The attack traffic was visualized as color images, and then the images were expanded through 
bilinear interpolation to enhance the dataset and prevent model overfitting. The MobileNet was improved and the 
model was fine-tuned using transfer learning. The experimental results show that on the Raspberry Pi device with 
limited computing power, the test accuracy, precision, recall, and F1 value for the vehicle network traffic datasets 
Car-Hacking and OTIDS reached 100%, with average response times of 2.5ms and 2.9ms respectively, reducing 
the response time by at least 40% compared to classic deep learning models such as ResNet-18 [9].

In terms of the construction of abnormal intrusion prevention mechanisms, Chengfang Wu pointed out that in-
dustrial control networks have high requirements for data accuracy and timeliness, and traditional network intru-
sion security control strategies are difficult to be directly applied. Therefore, based on the 1DCNN-LSTM model, 
time series analysis and complete matching algorithms are adopted for optimization, thereby expanding the time 
series span of the unit data set and improving the training efficiency of the model system. Experimental results 
show that the optimized model has no significant difference in the total training time compared with the tradi-
tional model, but has a significant improvement in prediction accuracy, which is suitable for subsequent practical 
applications [10].

Kai Mou proposed a distributed network intrusion data autonomous defense method based on cluster infor-
mation entropy. This method calculates the conditional probability formula, defines the attributes of the split data 
set based on the number of split points, and extracts the contribution degree of traffic features based on cluster 
information entropy to identify the multi-stage features of intrusion data. In addition, a new state transition rule 
is generated through an active fingerprint camouflage mechanism, achieving the design and verification of the 
autonomous defense method. Experimental results show that the average bandwidth utilization of this method is 
14.276%, which is lower than that of traditional methods, demonstrating better performance [11].

Guangrui Liu proposed a general model update method that supports the filtering of polluted data for intelli-
gent network intrusion detection systems. Firstly, the EdgeGAN algorithm was designed to accelerate the fitting 
process of the model’s edge sample distribution by the generative adversarial network through fuzz testing. 
Secondly, the polluted sample subset was identified by calculating the mean square error (MSE) value between 
the new training samples and the original model, as well as the score of the updated model for the old edge 
samples. Subsequently, by allowing the model to learn from malicious edge samples, the influence of poisoning 
samples on the model performance was effectively suppressed, ensuring that the model could quickly recover 
after being poisoned. Finally, experimental verification based on five typical intelligent network intrusion detec-
tion systems demonstrated that the proposed update method was significantly effective in filtering pollution and 
repairing the model. Compared with the existing state-of-the-art methods, the new method increased the detec-
tion rate of poisoning samples by an average of 12.50% and improved the repair effect of poisoned models by an 
average of 6.38%. This method is applicable to protecting the update process of any common intelligent network 
intrusion detection system, significantly reducing the workload of manual sample screening, effectively lowering 
the cost of poisoning detection and model repair, and simultaneously enhancing the performance and robustness 
of the model [12].

In summary, this paper conducts research from two key aspects and summarizes the achievements outlined 
above. Section 3 introduces the intelligent detection method for malicious data, where the core model is com-
prised of three components: a data collection module, a detection module, and a response module. Section 4 
addresses the issue of malicious intrusion detection by implementing traffic blocking strategies for both known 
and unknown types of malicious traffic, thereby enhancing the security of Industrial Internet of Things (IIoT) 
systems. Additionally, by introducing a custom network dynamic adjustment method and leveraging the pro-
gramming capabilities of centralized network control alongside the decoupling mechanism between the control 
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plane and data plane, a rapid traffic diversion-based security enhancement solution was implemented, further im-
proving network security performance.

3   Intelligent Detection Method for Malicious Data

The intrusion detection model mainly consists of a data collection module, a detection module and a response 
module. The data collection module collects relevant information data about the monitoring target according to 
the monitoring tasks issued by the user, aggregates and processes it to form a data source that conforms to the 
norms of the intrusion detection model, and then transmits the data source to the detection module. In the detec-
tion module, the intrusion detection model conducts anomaly detection on the received data source. After detect-
ing abnormal data, the defense mechanism responds. The malicious data detection and framework are shown in 
Fig. 1.

Fig. 1. Anomaly intrusion detection framework

3.1   The Construction of Malicious Data Detection Model

With the promotion of the attention mechanism in various fields, it has also been applied to the field of intelligent 
recognition. Veličković et al. proposed the graph attention network (GAT) based on the attention mechanism. 
When aggregating the features of neighboring nodes, this network achieves adaptive matching of weights for 
different neighbors through the attention mechanism, thereby generating the embedding representation of nodes 
in the next layer [13]. In addition, to stabilize the learning process of the attention mechanism, the multi-head 
attention mechanism is introduced to calculate the embedding representation of nodes and merged through con-
catenation or averaging.
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The multi-head attention mechanism is mainly used to stabilize the learning process of self-attention. It calcu-
lates the weights of neighboring nodes to the central node from multiple features respectively, and then connects 
these features to obtain the output of the next layer. Through the multi-head attention mechanism, more hidden 
information can be learned, thereby improving the prediction accuracy of the model. Previous studies rarely used 
multi-head attention in long-term prediction, resulting in the model being unable to obtain more comprehensive 
feature information. To solve this problem, Zhao et al. proposed a multi-attention spatio-temporal graph network 
(MASTGN) for air pollution prediction. This network uses the data collected by atmospheric monitoring stations 
to construct a graph and applies the attention mechanism to three features: channels, space, and time. Among 
them, the channel attention network is used to determine the interrelationship between the atmosphere, the spatial 
attention network is used to capture spatial correlation to measure the mutual influence between different nodes 
in the atmospheric system, and for temporal correlation, the network combines the attention mechanism with 
one-dimensional time convolution for processing time series to identify the correlation between different time 
steps. Finally, the prediction results are obtained through a multi-layer perceptron with two hidden layers [14]. 
Zheng et al. proposed the Graph Multi-Attention Network (GMAN) to predict traffic conditions at different lo-
cations on the road network graph. This network adopts an encoder-decoder architecture and applies spatial and 
temporal attention mechanisms to the encoding and decoding processes. It extracts spatio-temporal correlations 
through a gated fusion mechanism and introduces transformation attention to alleviate error propagation, thereby 
enhancing long-term prediction performance [15]. However, the aforementioned method only constructs a single 
graph, neglecting the dependencies between different graphs and thus failing to fully explore the spatial correla-
tions among them. To address this issue, Jin et al. constructed four different types of graphs based on the vary-
ing relationships between nodes and proposed a Spatio-Temporal Multi-Attention Multi-Graph Convolutional 
Network (STM2CN) to predict the data collected by sensors in smart cities. Specifically, STM2CN captures the 
dynamic spatio-temporal correlations of sensor data through spatio-temporal attention and uses a weight attention 
module to explore the dependencies between different graphs, thereby fusing the weights of each graph to obtain 
the context relationships between nodes [16].

This section discusses a method for detecting abnormal network malicious behaviors, the multi-head graph 
attention network monitoring method. This method models the dependencies among sensors as a graph struc-
ture by setting node embeddings for sensors and learning the graph structure, and updates the model parameters 
through joint optimization. Finally, it determines the abnormality through abnormal scores [17]. The multi-head 
graph attention network method model aims to model the sensors in the Internet of Things system as a network. 
In the network, sensors are regarded as nodes, and the learned relationships between sensors are regarded as edg-
es. The model consists of five parts:

1) Use node embedding vectors to flexibly capture the unique characteristics of each sensor. In a large Internet 
of Things (IoT) system, the data collected by various types of sensors is a multivariate time series. These sensors 
and their relationships are modeled as a graph, with each sensor defined as a node in the graph. Randomly initial-
ize the node embedding vectors for each sensor to represent its inherent attributes.

2) Learn the graph structure representing the dependencies between sensors.
3) Use a multi-head graph attention network to obtain network information dimension features. The main 

advantage over a single-head attention network is that it can simultaneously capture diverse and complex de-
pendencies between nodes in the graph. Each attention head can learn different weight distributions, focusing 
on different semantic or structural features of the node neighbors (such as local/global patterns, heterogeneous 
relationships, etc.). Finally, the multi-head features are concatenated or aggregated to enhance the robustness and 
expressiveness of the representation. This mechanism can effectively alleviate the potential bias of single-head 
attention and usually yields more comprehensive and stable high-order network feature representations in tasks 
such as node classification and link prediction.

4) Jointly optimize the model parameters using a prediction-based model and a reconstruction-based model. 
The parameters of both models are updated simultaneously during training. The former is used to predict the val-
ue at the next time stamp, while the latter is used to capture the data distribution of the entire time series.

5) Determine whether the system is abnormal based on whether the anomaly score exceeds the preset thresh-
old. The prediction-based model and the reconstruction-based model respectively generate the predicted values 
of the multivariate time series and the reconstruction probability obtained by the reconstruction-based model. 
The final anomaly score balances their respective advantages, thereby significantly improving the effectiveness 
of anomaly detection.

The model framework is shown in Fig. 2.
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Fig. 2. Schematic diagram of the multi-head graph attention network structure

In the context of industrial Internet of Things (IoT), various types of sensors need to be configured, and each 
type of sensor will be equipped with a sufficient number based on usage requirements. These sensors form an 
interconnected network, and there are certain correlations among them. To capture the potential relationships 
among these sensors, this paper constructs a network structure diagram of the sensors and their relationships. The 
structure diagram includes various network nodes, and each sensor is placed at a node in the diagram. A random 
initial node embedding vector is assigned to each sensor to represent its inherent attributes. The node vectors of 
each sensor are expressed as follows:

[ ]dim , 1, ,i
in S i m∈ ∈  (1)

In the formula, ni represents the node embedding vector of node i, dimi is the dimension of node embedding 
vector ni , m is the number of sensor nodes, and the similarity between node embedding vectors ni reflects the 
data correlation of the data transmitted by sensors. The node network structure diagram composed of node em-
bedding vectors is used as input for the learning of the sensor Internet of Things system and the recognition of 
the graph attention network.

In an Internet of Things system with a large number of sensors, there may be some prior information that can 
be used to determine the node dependency relationship. When such prior information exists, it can be described 
as a set of alternative relationships Ri for each sensor, each sensor is represented as i , that is, the set of neighbor-
ing sensors that may have a dependency relationship with the sensor:

[ ]1, ,iR m⊆  (2)

The default candidate neighbor node set of sensor node i includes all other sensor nodes in the system. Cosine 
similarity is used to calculate the similarity between the node embedding vector ni of sensor node i and the node 
embedding vector ni of its candidate sensor nodes j∈Ri :

, ,i j
j i i

i j

n n
sim j R

n n
= ∈

⋅
(3)

Sort the calculated cosine similarities in descending order and select the top t nodes, that is, the top t nodes 
with the highest similarity to sensor node i , and connect each of them to node i with a directed edge. We can 
control the sparsity of the graph by specifying the size of t . When the sparsity is 1, it indicates that there is a di-
rected edge between the candidate sensor and the sensor. If the sparsity is 0, it means that no directed edge exists 
[18].
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3.2   Improvement of the Recognition Model

The multi-head attention network is used to capture the relationships among sensors, and a convolutional net-
work is employed to calculate a threshold value ranging from 0 to 1 to control the importance of each attention 
head. The network structure is shown in Fig. 3.

Fig. 3. Schematic diagram of the multi-head attention network structure

The signals input into neural networks are often single-phase modulated signals. To enable the neural network 
to better extract signal features, this paper proposes a mixed data augmentation algorithm (MDA) [19]. The orig-
inal data is enhanced in both the time domain and the frequency domain. Time-domain enhancement is achieved 
by performing time-shift operations on the signal to change its position on the time axis, allowing the network to 
learn features under different time offsets. Self-disturbance data augmentation generates more diverse and repre-
sentative training samples by applying various forms of perturbation or transformation to the input signal. Time-
domain shift operations are implemented by translating the signal’s time series.

3.3   Optimization of Recognition Models

This paper’s recognition model combines a prediction-based model and a reconstruction-based model. The pa-
rameters of both models are updated simultaneously during the training process. The former is used to predict the 
value at the next timestamp, while the latter is used to capture the data distribution of the entire time series. The 
input of the reconstruction module and the prediction module is the output of the time convolutional network. 
The sum of the optimization objectives of the two models is defined as the loss function.

The reconstruction-based model captures the representation of the entire time series by learning to reconstruct 
the original input input based on the latent variable x. Here, we choose the variational autoencoder (VAE), which 
is unique in that it does not simply encode the input as a single definite point in the latent space but encodes it as 
a probability distribution in the latent space. Given an input input, it should be reconstructed by a conditional dis-
tribution. The optimization objective of the model is to find the best parameters that can best reconstruct the data 
distribution.

3.4   Threshold Setting for Malicious Data Detection

At each timestamp t , there are two inference results corresponding to the joint optimization objective. The pre-
diction-based model and the reconstruction-based model respectively generate Est(t) and pi , where Est(t) rep-
resents the predicted values of the multivariate time series, and pi is the reconstruction probability obtained by the 
reconstruction-based model. The final anomaly score balances their respective advantages, thereby significantly 
improving the effect of anomaly detection. The anomaly score at each timestamp M is the sum of the anomaly 
scores of G time series. Specifically, the formula for the anomaly data threshold is:
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 represents the squared error between the predicted value and the actual 

value, indicating the degree to which the sensor node deviates from the prediction. It is a hyperparameter select-
ed for the test set to balance the error based on prediction and the probability based on reconstruction. 1 − pi is 
the probability that sensor node i encounters an outlier according to the reconstruction model, and M is the total 
number of features. If the anomaly score at a timestamp exceeds the pre-set threshold, that timestamp is marked 
as “anomaly”.

The pseudo-code for overall outlier detection is as follows:

# Import necessary libraries 
import torch 
import torch.nn as n 
import torch.nn.functional as F 
from torch_geometric.nn import GATConv 
# Definition of Multi-head Graph Attention Network Model 
class MultiHeadGAT(nn.Module): 
    def __init__(self, num_features, num_classes, num_heads, hidden_dim, dropout): 
        super(MultiHeadGAT, self).__init__() 
        self.gat1 = GATConv(num_features, hidden_dim, heads=num_heads, dropout=-
dropout) 
        self.gat2 = GATConv(hidden_dim * num_heads, num_classes, heads=1, drop-
out=dropout) 
        self.dropout = dropout 
    def forward(self, x, edge_index): 
        x = F.dropout(x, p=self.dropout, training=self.training) 
        x = F.elu(self.gat1(x, edge_index)) 
        x = F.dropout(x, p=self.dropout, training=self.training) 
        x = self.gat2(x, edge_index) 
        return F.log_softmax(x, dim=1) 
# Define the anomaly detection function 
def detect_anomaly(model, data, threshold): 
    model.eval() 
    with torch.no_grad(): 
        output = model(data.x, data.edge_index) 
        anomaly_scores = torch.exp(output)  # Obtain abnormal scores 
        max_scores = torch.max(anomaly_scores, dim=1).values  # Obtain the maximum 
anomaly score for each node. 
        anomalies = max_scores > threshold  # Determine whether it exceeds the 
threshold. 
    return anomalies 
# Main function 
def main(): 
    # Assuming that the data has been prepared. 
    data = load_iiot_data()  # Load IIoT data 
    num_features = data.num_features 
    num_classes = 2  # Binary classification: normal or abnormal 
    num_heads = 4  # The number of heads in the multi-head attention mechanism 
    hidden_dim = 64  # Hidden layer dimension 
    dropout = 0.5  # Dropoutprobability 
    threshold = 0.8  # Abnormal scoring threshold 
    # Initialize the model 
    model = MultiHeadGAT(num_features, num_classes, num_heads, hidden_dim, drop-
out) 
    # Train the model 
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    train_model(model, data) 
    # Abnormal detection 
    anomalies = detect_anomaly(model, data, threshold) 
    # Output the anomaly detection results. 
    print(“Abnormal node:”, anomalies.nonzero().squeeze().tolist()) 
# Run the main function. 
if __name__ == “__main__”: 
    main()

4   Analysis of Network Intrusion Prevention Mechanism

Based on the malicious data identified in the previous section, a method of blocking malicious traffic of both 
known and unknown types is adopted to enhance the security coefficient of the industrial Internet of Things (IoT) 
system. Considering the incomplete information held by both the attacker and the defender in the industrial IoT 
environment and the simultaneous occurrence of their decision-making behaviors in logic, the process of defend-
ing against malicious traffic is modeled as a static Bayesian game model [20], with the two players being the ma-
licious traffic and the traffic blocking strategies. The traffic blocking strategies include traffic dropping and traffic 
redirection. The prerequisites for traffic dropping and traffic redirection are the programmability of the network, 
the use of custom network dynamic adjustment methods, the centralized network control’s ability to program 
the network, and the decoupling of the control plane and the data plane, to achieve enhanced network security 
through rapid traffic diversion. 

A static Bayesian game is conducted between the two types of malicious traffic (known and unknown) and the 
two traffic blocking strategies (traffic dropping and traffic redirection), with the payoff values considering three 
factors: response cost, risk level, and the impact on current and future benefits. Through reasoning and proof, the 
equilibrium strategy is found [21]. The overall framework is shown in Fig. 4.

The overall structure is divided into two parts. The first part is the static Bayesian game model, which models 
the process of defending against malicious traffic in the industrial IoT as a static Bayesian game model, with the 
two players being the industrial IoT malicious traffic and the traffic blocking strategies. After establishing the 
game model, it is transformed, and finally, the Bayesian Nash equilibrium point is inferred and proved. The sec-
ond part generates the corresponding OpenFlow rule entries for malicious traffic based on the dynamic network 
adjustment method to achieve the blocking purpose.

Fig. 4. Schematic diagram of the multi-head attention network structure
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4.1   Model Establishment

The key factor of static Bayesian games is that each player knows their own payoff function, but cannot precisely 
understand the payoff functions of other players. During the game, to transform the uncertainty about payoffs 
into the uncertainty about types, Typei is used to represent the type of a player, Spacei represents the type space 
of the player, and Incomei represents the payoff of the player under the strategy combination [Stra1, ..., Stram]. 
Each type corresponds to the possible situation of different payoff functions of the player, and its value is known 
only to the player themselves but not to other players, reflecting the feature of incomplete information in static 
Bayesian games. The expression of static Bayesian games is:

{ }1 1 1, , ; , , ; , ,m m mBG Stra Stra Space Space Income Income=    (5)

The type of the player as the private information of the player determines the player’s payoff function. By 
introducing the Harsanyi transformation to obtain the result of the dynamic game, the payoffs of each player are 
definite and known to each player, which is a complete information game. At this time, the original incomplete 
information game becomes a complete information game.

In this static Bayesian game, a strategy of each player is a complete plan on how they choose for each possible 
type of themselves, that is, for the static Bayesian game, it is a function of their various possible types. The func-
tion includes the actions selected by the player from their action space accordingly, and the function is denoted 
as fi(Typei). If for any player i and each of their possible types Typei , fi(Typei), the chosen action Strai can be satis-
fied, then the equilibrium strategy is expressed as:

( ) ( ){ }
max

1 1 , ,
i

i m m
Stra

Income f Type f Type∗ ∗  ∑  (6)

Then the strategy function fi(Typei) of the game is called a pure strategy Bayesian Nash equilibrium of the stat-
ic Bayesian game BG. When a strategy combination of the players in a static Bayesian game is a Bayesian Nash 
equilibrium, no player wants to change their strategy. This is completely consistent with the connotation of Nash 
equilibrium.

4.2   Dynamic Network Customized Data Blocking Method

In the blocking strategy, the most crucial aspect is the packet matching process of the OpenFlow switch. The 
blocking principle diagram is shown in Fig. 5.

Fig. 5. The matching process of data packets by a switch
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As can be seen from the figure, the flow table must contain a set of flow table entries for matching the fields 
or instructions of the packets entering or leaving the device. After receiving a data packet, the OpenFlow switch 
parses and matches it. It starts comparing from the first flow table entry and checks the flow entries according 
to their priority. If no matching option is found in the first flow table entry, it continues to match and check in 
sequence in the table pipeline. If a match is found in flow table N (flow table N being the last flow table entry), 
an action (forwarding, discarding, filtering, etc.) is executed. If no match is successful, the configuration on the 
Table-miss flow entry is executed.

// Define players: Malicious Traffic (Attacker) and Defense Strategy (Defender)
Players = {Attacker, Defender}
// Attacker types (e.g., low/high skill, specific attack patterns)
Type_Attacker = {Low_Skill, High_Skill}
// Defender’s prior belief about attacker types (probability distribution)
Prior_Belief = {P(Low_Skill) = 0.6, P(High_Skill) = 0.4}
// Action spaces
Action_Attacker = {Probe, Exploit, Flood}
Action_Defender = {Monitor, Block_IP, Throttle}
// Utility functions based on actions and types
Function Compute_Utility(Attacker_Type, Action_A, Action_D):
    // Define cost/benefit matrices for each player
    If Attacker_Type == Low_Skill:
        U_Attacker = Lookup_Table_Low[Action_A][Action_D]
        U_Defender = -U_Attacker + Defense_Cost(Action_D)
    Else:
        U_Attacker = Lookup_Table_High[Action_A][Action_D]
        U_Defender = -U_Attacker + Defense_Cost(Action_D)
    Return (U_Attacker, U_Defender)
// Bayesian Nash Equilibrium (BNE) derivation
// Solve for optimal strategies where each type maximizes utility
BNE = Solve_Equilibrium(
    Players, 
    Type_Attacker, 
    Prior_Belief, 
    Action_Attacker, 
    Action_Defender, 
    Compute_Utility
)
class SDNController:
    def __init__(self):
        self.flow_table = FlowTable()
        self.malicious_signatures = load_signatures(“malicious_patterns.db”)
    # Monitor traffic in real-time
    def monitor_traffic(self):
        while True:
            packet = capture_packet()  # Sniff network packet
            if self.is_malicious(packet):
                self.generate_openflow_rule(packet)
    # Detect malicious traffic using predefined signatures
    def is_malicious(self, packet):
        features = extract_features(packet)  # e.g., source IP, protocol, payload
        for sig in self.malicious_signatures:
            if match(features, sig):
                return True
        return False
    # Generate OpenFlow rule to block malicious flow
    def generate_openflow_rule(self, packet):
        rule = OpenFlowRule()
        # Define match fields
        rule.match.ipv4_src = packet.src_ip
        rule.match.ipv4_dst = packet.dst_ip
        rule.match.tcp_dst_port = packet.dst_port
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        rule.match.protocol = packet.protocol
        # Set action to DROP and priority
        rule.action = “DROP”
        rule.priority = HIGH_PRIORITY  # Override lower-priority rules
        rule.timeout = 30  # Rule expiration time (seconds)
        # Deploy rule to switches
        self.flow_table.add_rule(rule)
        log(“Rule deployed: “ + rule.to_string())
    # Adaptive network reconfiguration
    def update_flow_table(self, new_rules):
        # Remove expired or outdated rules
        for rule in self.flow_table.expired_rules():
            self.flow_table.delete_rule(rule)
        # Add new rules with dynamic priority adjustment
        optimize_priorities(self.flow_table)
# Main execution loop
if __name__ == “__main__”:
    controller = SDNController()
    controller.monitor_traffic()

5   Simulation Experiment Results and Analysis

The operating system used in this experiment is Windows 11, with an Intel(R) Core(TM) i7-10700, 8 cores / 16 
threads, Turbo Boost up to 4.8 GHz, Turbo Boost Max Technology 3.0 processor and 16GB of memory. Python 
3.9 is used throughout the entire solution. NumPy and Pandas are utilized for data processing, while TensorFlow 
and Keras frameworks are employed to build the model architecture. The Mininet simulation platform is adopted 
to establish and test the simulation tools for software-defined networks and network function virtualization. Iperf 
is used to generate three types of traffic in a random mode, namely normal traffic, known malicious traffic, and 
unknown malicious traffic. The generated traffic conforms to the characteristics of industrial Internet of Things 
traffic. Iman Almomani, Bassam Al-Kasasbeh, and Mousa AL-Akhras simulated the working environment of 
wireless sensor networks through the NS-2 simulator and used the most popular hierarchical routing protocol, 
the Low Energy Aware Cluster Hierarchy (LEACH) protocol. The resulting wireless sensor network dataset is 
called WSN-DS, which contains a total of 19 feature attributes, including 18 inherent attributes and 1 class label. 
The class label has five possible values, namely Normal and four abnormal behavior labels: Blackhole, Grayhole, 
Flooding, and Scheduling attacks. Black hole nodes discard all data packets from source nodes, blocking commu-
nication services with destination nodes. Black hole nodes will claim themselves as the most suitable relay nodes 
to the destination nodes, but during the data transmission process, they will discard all data packets from source 
nodes, causing transmission voids. Gray hole nodes also discard data packets from source nodes, but not all of 
them. They only discard certain types of data packets or randomly discard data packets and prevent forwarding 
data packets to the base station. Flooding nodes broadcast a large number of useless route request packets or 
send a large number of useless data packets, consuming the limited resources of WSN nodes and meaninglessly 
occupying bandwidth. Scheduling attacks occur in the initialization stage of the LEACH protocol, causing data 
conflicts between sensor nodes and ultimately resulting in data loss.The WSN-DS dataset has a total of 374,661 
records, and the detailed distribution is shown in Table 1.

Table 1. Dataset category parameter

Data type Quantity
Normal behavior 340066
Black hole attack 10049

Flood attack 3312
Grey hole attack 14596

Scheduling attack 6638

The recognition accuracy and recall rate of the data types in the dataset using the detection network proposed 
in this paper are shown in Fig. 6.
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Fig. 6. Schematic diagram of multi-head graph attention network recognition results

Before adding multiple heads, the recognition accuracy and recall rate of the single-head graph attention net-
work model for the five types of network transmission data were compared. The recognition accuracy and recall 
rate are shown in Fig. 7.

Fig. 7. Schematic diagram of Single-head graph attention network recognition results

It can be seen from the figure that the graph attention model with the multi-head attention mechanism has 
improved in both recognition accuracy and recall rate compared to the single-head graph attention model. 
Therefore, the network anomaly recognition method proposed in this paper can play its due role.

6   Conclusion

Anomaly detection, as an important tool for effectively identifying abnormal system behaviors in the industrial 
Internet of Things, is crucial for ensuring system security. It can detect potential problems in real-time or in ad-
vance, thereby avoiding situations that may cause significant economic losses and personal injuries. A multi-head 
graph attention network-based anomaly detection method is proposed. This method learns the graph structure 
representing the inter-influence relationship among sensors through a set of randomly initialized node embed-
dings. By inputting this graph structure and the data collected by sensors into a gated graph attention network, 
the spatial dependencies among sensors are captured. Next, the model parameters are updated by jointly optimiz-
ing the loss functions based on prediction and reconstruction. Finally, anomalies are determined through anomaly 
scores. In terms of defense, the process of defending against malicious traffic is modeled as a static Bayesian 
game model, with the two players being malicious traffic and traffic blocking strategies. Game theory is used to 
enhance the traffic blocking strategies, including traffic dropping and traffic redirection.

To further enhance the performance of anomaly detection methods in industrial Internet of Things (IoT), fu-
ture research can be conducted in the following aspects:
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First, the issue of data heterogeneity. In industrial IoT systems, data types are diverse, including traffic, time 
series, video, images, etc. Additionally, factors such as system architecture and external environments (such as 
weather conditions) also affect the system’s operation. How to effectively train models in a heterogeneous data 
environment is an urgent and challenging research topic. 

Second, the problem of imbalanced distribution of device anomaly data. Most public datasets mainly contain 
normal data samples, while the number of abnormal samples is extremely small. Many studies inject anomalies 
artificially or supplement abnormal data through accident reports and external sources. However, due to the fact 
that abnormal data only accounts for a small portion of the entire dataset, this imbalanced data distribution often 
leads to a decline in model performance. Therefore, how to handle data imbalance is an important direction for 
future research. 

Third, the interpretability issue of graph neural networks in anomaly detection of industrial IoT systems. 
Similar to traditional deep learning models, the interpretability of graph neural networks has not been fully ex-
plored, which to some extent limits their wide application in industrial scenarios, especially in systems with strict 
requirements for model interpretability. Therefore, future research needs to deeply explore the interpretability of 
graph neural networks to improve their credibility and reliability in practical applications.   

Fourth, although the intrusion detection model proposed in this paper shows good detection performance for 
the four types of intrusions in the current dataset, its detection scope still needs to be expanded to more types of 
wireless sensor network (WSN) intrusions to enhance the model’s generalization ability. In addition, some algo-
rithm parameters in the model are manually set. Although experiments have verified its good detection perfor-
mance, there is still room for further optimization of these parameters to further improve the overall performance 
of the model. 

Fifth, in the intrusion detection scheme proposed in this paper, the response strategy, as one of the key com-
ponents, has a significant impact on the overall detection effect. In the next step, more comprehensive response 
strategies need to be developed based on the detection results to enhance the system’s comprehensive defense 
capability. At the same time, although the intrusion detection scheme shows good performance in experiments, it 
has not been deployed and verified in real network environments, lacking credibility and feasibility assessment in 
practical applications. Therefore, future research needs to further verify and improve the scheme in real network 
environments to ensure its effectiveness in actual scenarios.
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