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Abstract. Over last few years, interest on biotechnology has increased dramatically. With the completion of 
sequencing of the human genome, such interest is likely to expand even more rapidly. The size of genetic in-
formation database doubles every 14 months, overwhelming explosion of information in related bioscience 
disciplines and consequently, overtaxing any existing computational tool for data analysis. There is a persis-
tent and continuous search for new alternatives or new technologies, all with the common goal of improving 
overall computational performance. Grid infrastructures are characterized by interconnecting a number of 
heterogeneous hosts through the internet, by enabling large-scale aggregation and sharing of computational, 
data and other resources across institutional boundaries. In this research paper, we present BioPortal, a user 
friendly and web-based GUI that eases the deployment of well-known bioinformatics applications on large-
scale cluster and grid computing environments. The major motivation of this research is to enable biologists 
and geneticists, as also biology students and investigators, to access to high performance computing without 
specific technical knowledge of the means in which are handled by these computing environments and no 
less important, without introducing any additional drawback, in order to accelerate their experimental and se-
quence data analysis. As result, we could demonstrate the viability of such design and implementation, in-
volving solely freely available softwares. 

Keywords: Grid Portal, bioinformatics applications, Cluster and Grid environments 

1   Introduction 

The merging of two rapidly advancing technologies, molecular biology and computer science, has resulted in a 
new informatics science, namely bioinformatics. Bioinformatics includes methodologies on processing molecu-
lar biological information, in order to speedup researches in molecular biology. Modern molecular biology is 
characterized by huge volume of biological data. Take the classic molecular biology data type, the DNA se-
quence, for instance, major bioinformatics database centers including GeneBank, the NIH (National Institute of 
Health) genetic sequence database and its collaborating databases, the European Molecular Biology Laboratory 
and the DNA Data Bank of Japan, these data have reached a milestone of 100 billion bases from over 165,000 
organisms [3]. Common operations on biological data include sequences analysis, protein structures predication, 
genome sequences comparison, sequence alignment, phylogeny tree construction, pathway research, visualiza-
tion of sequence alignment results and placement of sequence databases. The most basic and important bioin-
formatics task is to find the set of homologies for a given sequence, since sequences are often related in func-
tions if they are similar. 
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Genome research centers, such as the National Center for Biotechnology Information (NCBI) and the Euro-
pean Molecular Biology Laboratory (EMBL), they host enormous volume of biological information in their 
bioinformatics database. They also provide a number of bioinformatics tools for database search and data acqui-
sition. With the explosion of sequence information available to researchers, computational biologists face the 
challenge to aid biomedical researches, that is, to invent efficient toolkits to enlarge the use of available compu-
tational cycles. Sequence comparison, multiple sequence alignment and phylogeny tree construction are the most 
fundamental works in biomedical research. There have been many abundant examples of bioinformatics applica-
tions that are able to provide solutions for these problems in biomedical research. Some of most extensively 
utilized applications for these research activities include BLAST [4][5], ClustalW [6][7] and Phylip [8]. 

However, bioinformatics applications typically are distributed in different individual projects and they require 
high performance computational environments. Biomedical researchers need to combine many works to con-
clude their investigation. For instance, in the south of an Asian area, once farms with many dead chickens are 
reported, biologist may need to identify whether it was infected by H5N1 influenza virus urgently. After ob-
tained the chicken’s testimony and RNA sequence, biologist may use BLAST tool to search and acquire other 
influenza virus sequences from the public database. ClustalW tool is required to compare and investigate their 
similarity, so then construct the phylogenic tree using Phylip tool. In the above situation, biomedical researchers 
need these bioinformatics applications. They may download a local version to their own computer or use them in 
individual server, but either one is complicated and inefficient way, due to a number of drawbacks that any simi-
lar solution may bring. Therefore, an efficient and integrated bioinformatics portal is necessary, in order to fa-
cilitate biomedical researches. 

Grid computing has irresistible potential to apply supercomputing power to address a vast range of bioinfor-
matics problems. A computational grid is a collection of distributed and heterogeneous computing nodes that has 
emerged as an important platform for computation intensive applications [9][10][11]. They enable large-scale 
aggregation and sharing of computational, data and other resources across institutional boundaries. It offers an 
economic and flexible model for solving massive computational problems using large numbers of computers, 
arranged as clusters embedded in a distributed infrastructure [12][13][14][15]. 

In this research paper, we integrate several important bioinformatics applications into a novel user-friendly 
and biologist-oriented web-based GUI portal on top of PCGrid grid computing environment [16]. The major 
goal in developing such GUI is to assist biologists and geneticists to access to high performance computing, 
without introducing additional computing drawbacks to this attempt, as to accelerate their experimental and 
sequence data analysis.  

The remainder of this paper is organized as follows. In Section 2, a number of bioinformatics application 
tools available are introduced, while in Section 3 is introduced the experimental grid computing platform 
PCGrid, a computing environment built by interconnecting a number of computational resources located inside 
Providence University Campus. In Section 4, it is discussed the BioPortal bioinformatics portal workflow and 
implementation. Finally, in Section 5, conclusions and future works are presented. 

2   Bioinformatics Applications 

Molecular biologists measure and utilize huge amounts of data, of various types. The intention is to use these 
data to: 

1. reconstruct the past (e.g., infer the evolution of species), 
2. predict the future (e.g., predict how some genes affect a certain disease), 
3. guide bio-technology engineering (such as improving the efficiency of drug design). 
 

Some of the concrete tasks are so complex that intermediate steps are already regarded as problem in their 
own and constructed an application for it. For instance, while the consensus motif of a sequence in principle 
determines its evolution function, one of the grand challenges in bioinformatics is to align multiple sequences 
among to conclude their consensus pattern and predict its function. Sequence comparison, multiple sequence 
alignment and phylogeny tree construction are fundamental works in biomedical research and bioinformatics. 
The most extensively applications for these works include BLAST, ClustalW and Phylip. BLAST is a sequence 
comparison and search tool, ClustalW is a progressive multiple sequence alignment tool, and Phylip is a pro-
gram for inferring phylogenic tree. 

The BLAST (Basic Local Alignment Search Tool) application is a widely used tool for searching DNA and 
protein databases for sequence similarity to identify homologs to a query sequence [20]. While often referred to 
as just “BLAST”, this can really be thought of as a set of five sub-applications: blastp, blastn, blastx, tblastn, and 
tblastx. 

Five sub-applications of BLAST perform the following tasks: 

1. blastp: compare an amino acid query sequence against a protein sequence database, 
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2. blastn: compare a nucleotide query sequence against a nucleotide sequence database, 
3. blastx: compares the six-frame conceptual translation products of a nucleotide query sequence (both 

strands) against a protein sequence database, 
4. tblastn: compares a protein query sequence against a nucleotide sequence database dynamically trans-

lated in all six reading frames (both strands), 
5. tblastx: compares the six-frame translations of a nucleotide query sequence against the six-frame trans-

lations of a nucleotide sequence database. 
 
BLAST tool plays an extremely important role in NCBI GenBank database. It not only provides sequence da-

tabase search, but also include many toolkits for sequence comparison. BLAST is based on Smith-Waterman 
local alignment algorithm [17][18], which basically identifies the best local alignment between two sequences 
by using dynamic programming and tracing back metrology through the sequence matrix. The mpiBLAST is a 
parallelized version of BLAST, developed by Los Alamos National Laboratory (LANL) [19]. The mpiBLAST 
segments the BLAST database and distributes it across cluster computing nodes, permitting BLAST queries to 
be processed on a number of computing nodes simultaneously. The mpiBLAST-g2 is an enhanced version of 
LANL’s mpiBLAST application [21]. This enhanced application allows the parallel execution of BLAST on a 
grid computing environment. 

ClustalW is a general purpose multiple sequence alignment program for DNA or proteins, and it produces 
biologically meaningful multiple sequence alignments of divergent sequences. It calculates the best match for 
the selected sequences, and lines them up so that the identities, similarities and differences can clearly be seen. 
ClustalW is one of the most popular sequences alignment packages, and it is not only a multiple sequence align-
ment package, but also a phylogenetic tree construction tool. The progressive alignment algorithm of ClustalW 
is based on three steps:  

 
1. Calculating sequence pairwise similarity, 
2. Construction of guide tree, 
3. Progressive alignment of sequence.  

 
In the first step, all pairs of sequences are aligned separately, in order to calculate a distance matrix giving the 

divergence of each pair of sequences. As next step, the trees are used to guide the final multiple alignment proc-
esses that are calculated from the distance matrix of step 1 using the Neighbor-Joining method [22]. In the final 
step, the sequences are progressively aligned according to the branching order in the guided tree. ClustalW-MPI 
[24] is a parallel implementation of ClustalW. All three steps have been parallelized in order to reduce the global 
execution time, and it runs on distributed workstation clusters as well as on traditional parallel computers [23]. 
The only requirement is that all computing nodes involved in ClustalW-MPI computations should have installed 
MPI. 

Phylip is an application for inferring phylogenies tree. The tree construction algorithm is quite straightfor-
ward, and it adds species one by one to the best place in the tree and makes some rearrangement to improve the 
result. 

3   The PCGrid Computing Infrastructure 

The PCGrid grid-computing platform, standing for The Providence University Campus Grid platform, consists 
basically of five cluster platforms located in different floors and laboratories inside the College of Computing 
and Informatics (CCI) of this university. The project of constructing such grid infrastructure is aimed to increase 
Providence University’s computational power and share the resources among investigators and researchers in 
fields such as bioinformatics, biochemistry, medical informatics, economy, parallel compilers, parallel software, 
data distribution, multicast, network security, performance analysis and visualization toolkit, computing node 
selection, thread migration, scheduling in cluster and grid environments, among others. 

The PCGrid computing infrastructure is formed by interconnecting the cluster computing platforms via Giga-
bit Ethernet (1Gb/s), as illustrated in Fig. 1. 
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Fig. 1. The PCGrid grid computing infrastructure 

 
The first platform is AMD Homogeneous Cluster, consisting of 17 computing nodes, where each node con-

tains one AMD Athlon 2400+ CPU, 1GB DDR memory, 80GB HD, FedoreCore4 OS, interconnected via Giga-
bit Ethernet. The second cluster is Intel Heterogeneous Cluster, built up using 9 computing nodes with different 
CPU speed and memory size, FedoraCore2 OS, interconnected via Fast Ethernet. The third cluster platform 
consists of 4 computing nodes, where each computing node has one AMD 64-bit Sempron 2800+ CPU, 1GB 
DDR memory, 120GB HD, FedoreCore4 OS, interconnected via Gigabit Ethernet. The fourth cluster platform is 
IBMCluster, consisting of 9 computing nodes, where each node contains one Intel P4 3.2GHz CPU, 1 GB DDR 
memory, FedoraCore3 OS, 120GB HD, interconnected via Gigabit Ethernet. The fifth computing system is 
IBMBlade, consisting of 6 computing blades, where each blade has two PowerPC 970 1.6 GHz CPUs, 2GB 
DDR memory and 120GB HD, SUSE Linux OS, interconnected via Gigabit Ethernet. At present moment, the 
total storage contains more than 6TB of storage space. 

4   BioPortal: a Portal for Bioinformatics Applications 

We have integrated most fundamental computing applications in biomedical research and bioinformatics in-
side BioPortal: sequence comparison, pairwise or multiple sequence alignment and phylogeny tree construction, 
all in a complete workflow. We also provide an additional feature to biologists to choose automatically comput-
ing nodes to execute their parallel applications, by setting the number of computing nodes. The BioPortal will 
take care of selecting best computing nodes that fits users’ requested computation, as described in subsection 4.1.  

BioPortal is built using Grid Portal and integrated to a multi-function Grid Portal ScalaPortal, providing a sin-
gle web interface to all computational resources available. The Grid Portal ScalaPortal includes also functions 
RSS, documentation repository, instant messaging, and information about users’ recent accesses, and additional 
functions are still under development, to fulfill users’ need, and therefore, to make this a complete and integrated 
environment for Grids.  

Fig. 2 shows the homepage for BioPortal. The biologist can use bl2seq (a BLAST toolkit for two sequence 
comparison) to compare their own sequence with other sequences that was acquired from a bioinformatics data-
base by blastcl3 (a NCBI BLAST client), while figures 3 and 4 show the web interface screenshot of Bl2seq and 
Blastcl3 respectively.  
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Fig. 2. BioPortal web-based GUI screenshot 

 

      
Fig. 3. bl2seq interface        Fig. 4. Blastc13 interface 

 

4.1   Selecting Computing Nodes 

There are two ways to select computing nodes in PCGrid grid computing platform, either manual or automatic. 
In the manual process, the developer chooses the computing nodes based on CPU activities, depending on the 
status (busy or idle), as shown in Fig. 5 and Fig. 6. If the developer persists in selecting a computing node show-
ing RUNNING (that is, CPU in use), this job will be queued, and its execution will only be started when all 
selected computing nodes are idle. The alternative way to select computing nodes is automatic. All computing 
nodes in PCGrid platform are sorted and ranked, so that the developer selects a given condition, if he would like 
to select a number of computing nodes according to their speed (and idle) or he would like to select a number of 
computing nodes with higher network bandwidth. 
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Fig. 5. Computing Node manual selection simple mode 

 
All jobs submitted by any user are ranked according to user credentials, his level of priority inside the queue. 

The higher a user’s credentials; highest is the priority to execute this user’s applications in our computing plat-
form. The queue is re-ranked every time a job is submitted to our grid platform.  

 

 
Fig. 6. Real-time display of all computing nodes status in complete mode 

 
Biologists make use of ClustalW-MPI to perform multiple sequence alignment with a number of sequences, 

and then construct corresponding phylogenic tree using Phylip directly. Biologists do need not to copy the align-
ment result from the ClustalW-MPI and paste to Phylip to get the phylogeny tree, since our system provide a 
“shortcut” button in order to facilitate similar procedures. Fig. 7 shows the web interface of ClustalW-MPI inte-
grated with Phylip. We also develop a data format translation tool to ease biologist’s usage. Biologist can input 
GeneBank data format, and our translation toolkit can transform it to legal FASTA format for ClustalW-MPI, as 
in Fig. 9. Detailed description of all bioinformatics services available in our BioPortal is listed in Table 1, while 
Fig. 8 shows the complete workflow of the BioPortal.  

 

 

Fig. 7. Using Phylip application to construct phylogenic tree, directly from the output generated by ClustalW-MPI 
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Fig. 8. BioPortal web-based GUI complete workflow 

 
 

Table 1. List of bioinformatics applications provided by BioPortal 

Application Tools Description 

mpiBLAST-g2 An enhanced parallel application that permits parallel execution of 
BLAST on Grid environments, based on GLOBUS and MPICH 

Bl2seq This application performs comparison between two sequences, 
using either blastn or blastp algorithms 

Blastall This application may be used to perform BLAST comparisons 

BLASTcl3 A BLAST software client running on local computers that connects 
to BLAST servers located at NCBI, in order to perform searches 

and queries of NCBI sequence databases 

Formatdb It is used to format protein or nucleotide source database before 
these can be utilized by Blastall, Blastpgp or MEGABlast 

BlastReport2 A Perl script that reads the output of Blastcl3, reformats it to ease 
its use and eliminates useless information 

ClustalW-MPI Parallel version of a general purpose multiple sequence alignment 
application for DNA or proteins, by producing meaningful multiple 

sequence alignment of divergent sequences 

Phylip Set of applications that performs phylogenic analyses 
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Fig. 9. Sequence data transformation toolkit 

 

5   Conclusions and Future Work 

We have constructed a campus scale computing grid platform, as also implemented a portal providing a number 
of well-known bioinformatics application toolkits. Not only to provide easy access of bioinformatics application 
toolkits to biologists and geneticists, but also large amount of computational cycles in an easy way. This portal 
contributes three fundamental molecular biology activities: sequence comparison, multiple sequence alignment 
and phylogenic tree construction, all integrated in a friendly and easy-to-use web-based GUI portal. We have 
solved many data inconsistency problems and finally integrated a number of different tools that are able to co-
operate all together. This BioPortal not only facilitate biomedical researcher investigations and computational 
biology courses in graduate-level, as also it demonstrates a well-succeeded combination of high performance 
computing with the use of grid technology and bioinformatics. 

As future work, several directions of this research are ongoing. One of goals is to develop a one-stop-shop 
bioinformatics portal, to provide efficient and economic computational power and cycles to biomedical re-
searchers. At the present moment, we are in the process of integrating other well-known bioinformatics applica-
tions into this BioPortal, for instance, applications for protein structure predication and protein visualization. We 
expect to continuously develop on top of grid technology, so that in near future, researchers will not only be able 
to seamlessly utilize PCGrid computational resources, but also expand on demand to larger scale grid computing 
platforms, such as regional or national grid platforms. 
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