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Abstract. Most of wireless sensor networks (WSNs) are deployed in hostile environments where communi-
cation between sensors may be monitored. For applications that require higher data security, employing some 
cryptographic scheme is therefore necessary in the networks. However, key management in WSNs is a chal-
lenging task due to resource constraints on sensor nodes. In this paper, based on the concept of small worlds, 
we present a group-based key pre-distribution scheme which enables any pair of sensors to establish a unique 
shared key. The proposed method for key path establishment uses only local information with logarithmic 
memory overhead to the number of groups. We also evaluate other performance aspects, including communi-
cation and computing overhead. The analysis and simulation results show that the proposed key management 
method performs better than other known methods.  
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1   Introduction 

Wireless sensor networks (WSNs) are composed of small and inexpensive sensors with limited resources in 
battery power, memory, computation, and communication. Recent advances in computing and communication 
technologies have created various applications for WSNs [1] including habitat monitoring, remote climate moni-
toring, industrial sensing, and other commercial and military applications. In some applications, such as battle-
field sensing or critical infrastructure protection, sensor nodes are deployed in a hostile environment under nu-
merous threats including information eavesdropping, sensor compromising, sensor impersonating, and even 
denial-of-service attacks. Secure transmission therefore becomes an important issue in WSNs. 

Key management is a research challenge in WSNs. The approaches used for general computer networks are 
not applicable for WSNs due to the resource limitations in sensors. Thus, symmetric cryptography, which shares 
a key between two parties, is considered, and several schemes for pair-wise shared key establishment are devel-
oped. Among possible solutions, the key pre-distribution scheme which distributes key information to sensors 
before the deployment is viewed as an efficient approach to set up shared secret keys. Take the full pair-wise 
approach as an example. The full pair-wise approach preloads a set of unique keys to each sensor node and each 
key is shared with another node in the network. Under such a scheme, a node needs to carry n – 1 secret keys for 
a network of n nodes. Hence, its memory overhead is linear to the number of sensor nodes and the scheme be-
comes impractical when n goes larger. Furthermore, the full pair-wise approach has difficulty in adding new 
nodes to an existing network since the existing nodes do not have shared keys with the new node. 

Random key pre-distribution scheme [2] was first proposed by Eschenauer and Gligor as a remedy for the 
above situation. The basic idea is to preload each sensor node with a random subset of keys from a large key 
pool before deployment. Since the keys in different nodes are from the same pool, any two neighboring nodes 
will have a certain probability to share a common key and they could use it for secure communication. If such a 
common key does not exist, they will instead establish a key path using intermediary nodes, and then use the 
secure path to exchange a key to establish a direct link. Chan et al. [3] improved the performance of the previous 
work by requiring that two sensors must share at least q common pre-distributed keys for pairwise key estab-
lishment. 

With random key pre-distribution schemes, once the network is bootstrapped, each sensor node needs to 
communicate with neighbors to find common shared keys. To increase the probability of having common keys 
with neighbors, a sensor node must carry a large key ring. Hence, those schemes are not efficient in memory 
utilization. Furthermore, if a sensor can not find a common key with some of its neighbors, it needs a process of 
key path establishment and consumes extra energy for communication. The memory usage and overall consum-

                                                           
＊ Correspondence author 



Journal of Computers   Vol. 20, No. 4, January 2010 
 

2 

ing energy for communication thus becomes major problems of random key pre-distribution schemes. Several 
location-aware methods [4, 5, 6] were proposed to improve key pre-distribution schemes. In these improved 
methods, the locations of sensors are assumed to be known before they are deployed. The deployment knowl-
edge can really help to enhance the performance of key pre-distribution. However, to pre-determine the loca-
tions of sensors is not practical in many cases, due to the constraint of sensor deploying schemes. Therefore, 
how to reduce the consumption of memory and energy without using deployment knowledge is an important 
challenge in wireless sensor networks. 

 To solve the above problems, our paper proposes a group-based random key pre-distribution scheme for 
WSNs which uses a small amount of memory while the communication and computing overhead are also very 
low. The sensor groups could be distributed randomly or according to pre-determined group locations. Our 
scheme supports both types of group deployments.  

The proposed scheme is based on the concept of small worlds [7, 8], which has the following properties: (1) 
the local neighborhood is preserved; and (2) the diameter of the network increases logarithmically with the num-
ber of nodes in the network, where the diameter is defined as the average shortest path length between any two 
nodes in terms of node hops. The network created by the proposed scheme will have pre-built secure links that 
satisfies the criterion of small worlds -- any two nodes in the network can be connected with just a few secure 
links. In the initial key preloading stage, each node is loaded with a set of keys shared with other nodes in the 
same group and additional keys shared with the nodes in distant groups based on a probability distribution. With 
the preloaded shared keys, a node can securely link to its trusted peer nodes that share the keys with it. For any 
two nodes, this arrangement will be able to find efficiently a secure path connecting them in an average path 
length logarithmic to the number of sensor groups, according to the localized property of small worlds. 

The rest of this paper is organized as follows. In the following section, we review the related literature. In 
section 2, we present our key pre-distribution scheme. Section 3 analyzes the performance of the proposed 
scheme. The simulation results are shown in section 4. The last section gives a conclusion of this paper. 

1.1   Related Work 

Eschenauer and Gligor [2] first proposed a random key pre-distribution scheme for key management in WSNs. 
The basic idea of their scheme is as described in the previous section. Several studies [3, 9, 10, 11] were pro-
posed later to improve the performance of the work in [2]. Chan et al. [3] presented new mechanisms for key 
management in which a pair of sensor nodes was required to share at least q common pre-distributed keys. A 
random-pairwise keys scheme was also presented, which preserves the secrecy of a network when any sensor is 
compromised. In summary, random key pre-distribution methods utilize the high connectivity property of a 
random graph when the average degree of its nodes exceeds a threshold. Although communication overhead is 
constant in these methods, the memory overhead increases linearly with the number of sensor nodes. Further-
more, the performance of these schemes depends on the network’s topology, which might degrade rapidly if the 
nodes are sparsely or non-uniformly distributed in the network. 

Key pre-distribution schemes can utilize the deployment knowledge to improve their performance. Du et al. 
[11] proposed a key management using deployment knowledge. In their method, sensors are divided into groups 
and the deployment points of sensor groups are known. Other papers [5, 6, 12] also presented similar group-
based schemes, in which sensor fields are cut into grids, and a group of sensors is then assigned to an unique 
grid. With such location knowledge, each sensor node can carry fewer keys comparing to previous methods. 

PIKE [13] is a deterministic scheme for key pre-distribution. In the method, any two sensors in the network 
have an intermediary node that has shared keys with both of them. This intermediary node is used as a trusted 
peer, through which the two nodes can securely establish a key path. If the scheme is used in two-dimensional 
field, it is referred as PIKE-2D and if the scheme is used in three-dimensional field, it is referred as PIKE-3D. 
PIKE shows significantly improvement over random key pre-distribution schemes. However, the intermediary 
node may be located anywhere in the sensor field, and thus PIKE might require network-wide communication to 
establish the key path. Its communication overhead is in order, which makes PIKE unsuitable for large sensor 
networks.  

The small world concept was first studied by Milgram [7, 14, 15] in the 1960’s. His experiments in mail de-
livery using acquaintances resulted in an average of six degrees of separation. After that, several network mod-
els have been proposed to study the small world phenomenon. Watts and Strogatz [8] proposed a refined net-
work model and showed that the small world phenomenon is pervasive in a wide range of networks both in 
nature and in technology. Based on statistical properties, small-world networks could be classified into three 
different classes [16]: (a) scale-free networks: the connectivity distribution follows the power law; (b) broad-
scale networks: the connectivity distribution has a power law regime followed by a sharp cutoff; and (c) single-
scale networks: the connectivity distribution has a fast decaying tail. Since scale-free networks are not suitable 
for sensor networks, our method will try to build a single-scale network with preloaded secure links. 
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In small-world networks, how to find a path connecting a pair of nodes is a critical searching problem. 
Kleinberg [17] solved it by defining an infinite family of network models that generalizes the one proposed by 
Watts and Strogatz in [8]. In his method, only one unique model in the family has an efficient decentralized 
algorithm capable of finding short paths with a high probability. Based on the characteristics of WSNs, our 
method will use and refine Kleinberg’s model as a framework for key management in WSNs. The construction 
details will be presented in the following sections.  

2   The Proposed Key Management Solution 

We assume that n homogenous sensors are deployed in a two-dimensional square field. Before the deployment 
of the network, sensors are assigned into m×m groups. Each sensor group has equal number of sensors and is 
arranged to a unique cell in a virtual key distribution space, which is partitioned into m×m square cells. Figure 1 
depicts the square virtual space for sensor groups. Let Gi,j, where i = 1, …,m and j = 1, …,m, denote the sensor 
group which is assigned to the cell of row i and column j in the virtual space. A unique group ID is then as-
signed to each sensor group and pre-loaded to the sensors in the group. The distribution of sensor locations in a 
group depends on the sensor deploying method. Without lost of generality, we assume that the sensors belonged 
to the same group are deployed closed to each other and the deployment distribution of the sensors inside a 
group follows a two-dimensional Gaussian distribution. 

Our scheme does not restrict to any specific group deployment scheme. In this paper, we discuss two com-
mon group deployment methods: (1) sensor groups are randomly distributed; (2) sensor groups are distributed 
according to pre-determined group locations. In the later section, we will discuss the performance of both group 
deployment methods. 

If sensor groups are deployed to pre-determined locations, one possible deployment method is to dispatch a 
number of mobile robots to sweep the sensor field along preplanned routes. The robots are equipped with global 
positioning systems (GPS) and could place the sensors of the same group into the pre-assigned group location. 
With the pre-determined group deployment, we assume that the sensor field is also partitioned into m×m square 
cells, and group Gi,j is deployed at the cell in row i and column j of the sensor field. We also assume that the 
probability of a sensor being deployed outside its cell is very small. Thus, the group ID of a sensor can be used 
to approximate the sensor’s location and a geographical routing method could be used as the underlying routing 
method.  

The distance between two groups is defined as the minimal number of other groups between the two groups 
in the virtual key space, and is calculated as below: 

Distance (Gi1, j1, Gi2, j2) = max ( |i1 – i2|, |j1 – j2| ) .                    

Figure 1 illustrates an example of the group distance from the view of G1, 1, where the value in a cell presents 
the group distance from this group to group G1,1. With such approximated distance, the proposed solution can 
pre-assign a key shared by G1,1 and a number of distance groups so that, based on small world theory, a sensor in 
G1,1 can build a secure path to any sensor with a minimum number of secure links.  
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Fig. 1. An illustration of group distance from G1,1 to other groups in the virtual key distribution space  
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Each sensor node is identified by a unique sensor ID from 1 to n. Without loss of generality, we assume that 
the sensors in group Gi, j have the sensor ID from (i – 1) × (n/m) + ( j – 1) × n/(m×m) + 1 to (i – 1) × (n/m) + ( j – 
1) × n/(m×m) + n/(m×m). Therefore, a sensor node can infer the group ID from the sensor ID. 

2.1   The Proposed Key Pre-Distribution Scheme 

Each sensor is pre-loaded with a certain number of shared keys. For intra-group sensors (sensors in the same 
group), each pair of sensors is preloaded with a unique shared key and two sensors in a pair consider each other 
as a trusted peer node. Such intra-group pre-distribution has memory overhead linear to the group size, and is 
acceptable if the group is kept small. For example, if a group is of size 50 and the key length is 64 bits, each 
sensor requires only 8*49 = 392 bytes to store the intra-group keys. 

In addition, each sensor possesses few long-range shared keys to sensors in distant groups. These inter-group 
shared keys should be distributed nearly uniformly over all the group distance scales. The scheme to implement 
such near-uniform key-predistribution on distant groups is described below and illustrated in Figure 2. Given a 
sensor node s of group Gi,j, for each neighboring group (Gi-1,j, Gi+1,j, Gi,j-1 or Gi,j+1), a shared key is established 
with a sensor node randomly chosen from that group. The rest of groups are partitioned into sets A0, A1, .., Alog m, 
where Ak consists of the groups whose distance to Gi,j is between 2k to 2k+1. According to the above definition, 
all groups in Ak are at approximately the same distance to group Gi,j. Within set Ak, a group is selected arbitrarily 
and a shared key is generated for s and a node randomly chosen from the group. In total, each sensor node needs 
to store at most 4 + 2 log m inter-group shared keys and the memory overhead for storing the keys is in a loga-
rithmic order to the number of groups. 

 

   
2.2   Key Path Establishment 

After the deployment of a sensor network, a key path establishment process is needed in order to build a secure 
path between any pair of sensor nodes. For any two intra-group sensors, because a shared key is pre-loaded into 
them, they can communicate securely with each other by using this key directly. However, for inter-group sen-
sors, they need a key path establishment due to the lack of direct shared keys. 

In this section, we present two methods for key path establishment: the pure greedy and the 1-hop greedy key 
path establishment. Since each sensor is only aware of local neighboring information, both two methods use 
only local information for key path establishment: the pure greedy method uses only a sensor node’s own infor-
mation to search for a path to the destination node, while 1-hop greedy method uses not only the local informa-
tion but also the information from its neighbors for path establishment. 

 
 

Fig. 2. A sensor node and its secure links to distant trusted peer nodes in the vir-
tual key distribution space 
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Pure Greedy Key Path Establishment 

Suppose a sensor node receives a key establishment requirement from another node which contains the destina-
tion sensor ID. The sensor node reads the content of the message and it now needs to decide which sensor node 
is the next target to forward to, and processes it with a localized mechanism described as follows. 

 
1. Determine the group which the destination sensor belongs to from the 

destination sensor ID. 
2. Snext  NULL 
3. if (the destination sensor is in the same group) 
4. {    Snext  the destination sensor       } 
5. else 
6. { 
7.      Snext  the trusted node that is nearest to the destination in the 

sense of group distance. 
8. } 
9. Encrypt and delivery the key path establishment message to the selected 

node, Snext, using the corresponding shared key. 

1-Hop Greedy Key Path Establishment 

1-Hop Greedy method is motivated by real world experiences. When we look for some target, we search our 

memory first. If it is not found, we then ask our friends nearby for help. This is what 1-Hop Greedy method does, 

in which a sensor uses its own information and the neighbors’ information for key path establishment. We de-

fine that a sensor is in phase j if the group distance between the sensor’s group and the destination’s group is 

greater than 2j and less than or equal to 2j+1. When such a sensor receives a request for key path establishment, it 

will check its own information first. If the sensor finds a trusted peer node that belongs to a phase less than j (the 

group distance to destination is at most 2j), it forwards the message to that peer node. Otherwise, it broadcasts a 

message to its intra-group neighboring nodes to acquire their nearest trusted peers, and chooses the best one 

from the responses to forward to. 

 
1. Determine the group which the destination sensor belongs to from the 

destination sensor ID. 
2. j  the phase number 
3. Snext  NULL 
4. if (the destination sensor is in the same group) 
5. {    Snext  the destination sensor       }  
6. else 
7. {    Snext  the trusted node that is nearest to the destination. 
8.      if (Snext can not enter the phase less than j) 
9.      {    Send messages to intra-group neighbors querying about their 

nearest trusted nodes to the destination. 
10.          St  the neighbor who has minimal result. 
11.          Sr  the nearest trusted peer node of St 
12.          if (Sr can enter the phase less than j) 
13.               Snext  St 
14.     } 
15.} 
16.Encrypt and deliver the message to Snext using the corresponding shared 

key. 
 
Although both of the above key path establishment methods use greedy heuristic, the procedure terminates 

definitely and does not fall into an infinite loop. Because each sensor node has trusted peer nodes in its 
neighboring groups, the group distance from the message holder to the destination decreases strictly (at least 1) 
after each relay. This ensures the termination of the key path establishment procedure in both greedy methods. 
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3. Performance Metrics and Analysis 

In this section, we will formally evaluate the performance of the proposed key management scheme. As de-
scribed in the previous section, the memory overhead for key storage is logarithmic to the number of groups in 
the network. Another concerning performance is the number of intermediate trusted peer nodes in the key path 
between the two communicating ends. Fewer intermediate peers mean fewer number of decrypt/encrypt opera-
tions in total and thus save more energy and delay time. We also examine the communication overhead which 
presents extra energy for key path establishment.  

In the proposed scheme, both the key preloading and key path establishing processes do not involve the real 
geography of the sensor field. Therefore, the performance of memory overhead and computing overhead is ir-
relevant to the method of group deployment. Only communication overhead concerns in the group deployment 
method. 

3. 1 Memory Overhead 

We estimate the number of keys that each node needs to preload for the key establishment scheme. This measure 
does not count the temporary storage that is needed during the execution of the scheme. In section 2.1, we have 
analyzed the number of preloaded keys needed for each node in our method; the memory overhead increases 
linearly with the group size and logarithmically with the number of groups.  

Suppose that a group has l sensors and there are m2 groups in the network. Each sensor has shared keys with 
all other sensors in the same group. Hence a sensor needs to store (l–1) intra-group keys. For inter-group keys, a 
sensor needs to share keys with non-diagonal neighboring groups. Since there are at most 4 non-diagonal 
neighboring groups around it, at most 4 such inter-group keys are required. For distant groups, it has a distant 
shared key with a group in set Ak, where k is at most log m. Hence it needs to keep at most 2log m such keys. In 
total, the number of keys preloaded in a sensor is at most (l  – 1)  + 4  + 2 log  m = l  + 2 log  m + 3. 

3.2 Computing Overhead  

During the key path establishment, the request messages are relayed to the destination sensor node through a set 
of intermediated trusted peer nodes, where messages are decrypted to read the content and encrypted again to 
relay to the next trusted node. Hence, the total number of the decrypt/encrypt operations for a key path estab-
lishment is considered as the computing overhead which is proportional to the number of the intermediated 
trusted peer nodes along the established path. 

3.2.1 Performance Analysis of Pure Greedy Key Path Establishment 

We first analyze the upper bound of the expected total number of intermediate peer nodes in pure greedy method. 
Suppose sensor s is the sensor that holds the message and is in phase j, i.e. the group distance to the destination 
is greater than 2j and at most 2j+1. The value of j is at most log m. If sensor s can find a trusted peer node s′ 
which can enter a phase less than j, s′ must be in a group whose group distance is at most 2j to the destination. 
Let Bj be the set of groups whose distance is within 2j to the target group and Aj be the set of groups whose dis-
tance to the group of the message holder, s, is greater than 2j and at most 2j+1 as described in section 2.1. The 
number of groups in the set Aj is at most 
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Let Ij denote the intersection of Bj and Aj. Sensor s is in phase j and the group distance to the destination is at 
most 2j+1. Therefore, Ij has at least (2j + 1)2 – 1 groups as shown in Figure 3. Since sensor s has a preloaded 
secure link to a randomly chosen group in Aj, the probability that this chosen group falls into Ij is 
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Hence, the probability that sensor s has an intermediate peer s′ which can enter into a phase less than j is at least 
1/12, as shown in Figure 3. In the case of Figure 3(a), Aj has maximal number of groups. The destination group 
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is as far as possible and the intersection of Aj and Bj , i.e. Ij is minimal. The probability that sensor s′ locates in Ij 
is minimal but it is at least 1/12. In the case of Figure 3(b), the group of s is near the corner of the virtual space. 
Aj has fewer groups but Ij still has at least (2j + 1)2 – 1 groups. The probability that sensor s′ locates in Ij is larger 
then 1/12. 

Let Xj denote the total number of intermediate peer nodes that are in phase j. (X0 is at most 1.) For 1≤  j ≤ log 
m, the expected number of Xj, is at most 
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Therefore, the upper bound of the expected total number of intermediate peer nodes by pure greedy method is 
logarithmic to the number of groups in the sensor network. This property makes the network a small world. 

 

 

 

(b). The group of s is near the corner of the virtual space. 
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3.2.2 Performance Analysis of 1-Hop Greedy Key Path Establishment 

Assume the node which is holding the message is in phase j and it has k intra-group neighbors. Let p be the 
probability that the neighbors have at least one trusted peer which can enter into a phase less than j. Then the 
value of p is 

.)
12
11(1    kp −≥                                       

Xj denotes the total number of intermediate peer nodes that are in phase j. Therefore, the upper bound of the 
expected number of Xj is 
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As the number of neighbors, k, is no smaller than 10, the expected number is smaller than 2.5, and the limit is 

1.917 as k approaches infinity. The graph of the upper bound of EXj as a function of k is shown in Figure 4. 
When k is no smaller than 10, the average number of the total number of intermediate nodes is smaller than or 
equal to 1 + 2.5 log m. The resulting order of 1-hop greedy method is the same as the one in pure greedy method 
but has smaller coefficient. 
 

 
3.3 Communication Overhead 

Similar to computing overhead, the communication overhead is proportional to the number of intermediate hops 
(i.e., the sensor nodes along a path) that a message routes though. If a key path is longer, the number of interme-
diate hops is larger too. Therefore, we define the communication overhead to be the total length of the secure 
links in the established key path. The communication overhead is related to the method of group deployment. In 
this section, we discuss the communication overhead for pre-determined group deployment and random group 
deployment. 
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3.3.1 Communication Overhead of Pre-Determined Group Deployment 

Given two sensor nodes, if they have a shared key, they can build a direct secure link and the length of the link 
is the distance between them, hence the theoretical minimal communication overhead is the Euclidean distance 
between two sensors. If sensor nodes are uniformly distributed into a square of area A, the average distance 
between two sensor nodes [18] is A52.0 . Therefore, the expected communication overhead is better if the 
value is closer to A52.0 .  

In pre-determined group deployment scheme, we assume that group Gi,j is deployed into the cell of row i and 
column j in the sensor field. Thus, the group distance is proportional to the Euclidean distance. As the key path 
establishment algorithm tries to find a closest next sensor node in the sense of group distance, it also tries its best 
to find a shorter route to the destination in the same time. Consequently, the length of the key path is closed to 
the distance between the two end nodes. 

For PIKE-2D [13], the intermediate trusted node for the two communication nodes may locates anywhere in 
the filed. Hence its expected communication overhead is twice of the theoretical minimal, i.e. A04.1 . 

3.3.2 Communication Overhead of Random Group Deployment 

Our scheme works well when groups are randomly deployed to the field. In our scheme, both the key preloading 
and key path establishing processes do not involve the real geography of the sensor field. The secure-link graph 
depicted in Figure 2 is an arrangement in the virtual key space and is not necessarily a real geographic map for 
group deployment. The performance of random group deployment including memory overhead and computing 
overhead is the same as that of pre-determined group deployment.  

However, the performance of communication overhead and the underlying routing protocol are different. If 
the sensor groups are randomly distributed to the sensor field, the next target of sensor node may locate any-
where in the field. The expected length of a single secure link is thus A52.0 , where A is the area of the sensor 
field. Hence the expected communication overhead is A52.0  multiplied by the number of intermediate secure 
links. With random group deployment, the group ID has no relationship with the geographical location. There-
fore, geographical routing methods could not be applied directly. Other routing schemes such as directed diffu-
sion [19] and GPSR [20] are possible solutions for the underlying routing protocol. GPSR is a globally address-
able communication infrastructure, in which the locations of arbitrary nodes could be discovered efficiently via a 
geographic hash table, and a geographic routing could be used as the routing protocol. 

4. Simulations 

We also use simulations to verify the performance of the proposed key distribution scheme. The simulation 
results including memory overhead, computing overhead, and communication overhead are compared to the 
PIKE-2D scheme [13]. The proposed schemes are implemented in C language and run under an Intel Intel® 
Core™ Duo machine. 

In the experiments, sensor groups are deployed in a pre-determined scheme. The sensor field is partitioned 
into m×m square cells, where m is the number of groups. Group Gi,j is then placed into the cell of row i and col-
umn j in the sensor field. The number of the sensor nodes varied from 10,000 to 250,000 and the number of 
sensors per group was set to 25. Sensors for a group were deployed according to a two-dimensional Gaussian 
distribution in the corresponding group cell. The average density of sensors is 0.01 node per square meter. The 
default wireless communication range is 30 meter. Hence the number of neighbors in communication range is 
about 302π*0.01≒28. 

Figure 5 shows the memory overhead of our scheme and PIKE-2D. Our method requires very low memory 
for key storage. For a sensor network of m2 groups, with group size l, our method preloads l + 3 + 2 log m keys 
to each sensor as described in the previous section. In contrast, the memory overhead of PIKE-2D is ⎡ ⎤ 1+n , 
where n is the total number of sensors. Thus, our scheme has better performance on memory overhead than the 
latter, especially when the network size is large. 
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Figure 6 shows the computing overhead of our scheme and PIKE-2D. The computing overhead of our 
method is logarithmic to the number of sensor groups according to the analysis in section 3. Hence the average 
number of intermediate peer nodes increases very slowly with respect to the network size. The simulation result 
for pure greedy method shows that even when the network size is 250,000, the value is still smaller than 8. The 
result for 1-hop greedy method is even better than pure greedy method.  

For the scheme of PIKE-2D, there is always an intermediate trusted node between any two nodes. Therefore, 
the average number of intermediate nodes for it is always 1. Although our results are worse than PIKE-2D’s, 
they are nearly in the same order, i.e., they are all smaller than 8. This is a trade-off between memory overhead 
and computing overhead. Our method spends much less memory space for key storing with only a little increase 
in computing overhead.  
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On the other hand, although PIKE-2D has constant computing overhead, it consumes more energy for com-

munication and routing. The intermediate trusted node for communication could be located anywhere in the 
sensor field; hence a sensor needs to route to the distant trusted node and makes the communication overhead 
very high. Figure 7 shows simulation results of communication overhead. In Figure 7(a), randomly selected 
pairs are used as the source node and the destination node. Both of our methods outperform PIKE-2D. The 1-
Hop Greedy  method has lower average length of secure paths than that of the Pure Greedy method, because the 
1-Hop Greedy  method uses more information than the Pure Greedy method. In Figure 7(b), neighboring pairs 
of nodes are used as the source node and the destination node. In this case, the average length of secure paths of 
both our methods is 2, because in our methods, there is a direct secure link between the neighboring pair of 
nodes.  

Fig. 5. Memory requirement in our scheme and PIKE-2D 

Fig. 6. Computing overhead in our scheme and PIKE-2D 
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5. Conclusions 

We have proposed a group-based key pre-distribution scheme based on the concept of small worlds. With the 
proposed scheme, any two sensor nodes in the network can efficiently establish a secure transmission path. Our 
scheme does not require a specific group deployment method. The memory overhead for key storage is loga-
rithmic to the number of sensor groups; hence, each sensor node needs only to carry few keys even if the size of 
the sensor network is very large.  

Our paper presents two different greedy methods for the key path establishment. Both methods use only local 
information from nearby sensors, and hence they are practical under the resource constraints on wireless sensor 
networks. We evaluated the performance of our method both by analysis and by simulations. The results indicate 
that the presented scheme is superior to current methods. 

In this paper, we only consider the secure communications among homogenous sensors. However, hierarchi-
cal network structures usually enable more efficient use of scarce resources. How to integrate our key manage-
ment scheme with sensor clustering techniques is a challenging problem, and will be our study in future. In 
addition, how to improve the performance when the sensor groups are randomly deployed remains another in-
teresting problem. 

 

Fig. 7. Communication overhead in our scheme and PIKE-2D 

(a) Average communication overhead for random selected pairs. 

(b) Average communication overhead for neighboring pairs. 
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